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Introduction

As in every other field, data plays a big role in the life sciences too. New technologies and
developments have boosted the possibilities to generate large amounts of data, while analysis of
the increasing amount of data and big data is gaining in importance. This spans all kind of life
science fields.

This not only holds true for the field of bioinformatics, where rapid advances in sequencing
technology creates huge amount of data, driving personalized medicine. In-silico techniques also
play an important role in the field of cheminformatics: More and more screening data is available
and computer-aided drug design is widely used in the pharma industry. Machine-assisted data
gathering and analysis is also increasing in relevance when it comes to lab set-up, where
processes will be increasingly automatized in future.

All these developments also reflect on the amount of biomedical literature published — growing
year on year. Text mining aims to automatically distill information, extract facts, discover implicit
links, and generate hypotheses relevant to user needs.

With this book we want to give an overview of pertinent cases from different fields of the life
sciences, in specific cheminformatics, bioinformatics, text mining and laboratory data. Each
chapter is dedicated to one of these fields and covers three use cases. At the beginning of each
chapter, concise abstracts describe each use case to allow readers to quickly find the cases that
are applicable to them.

All examples described in this book refer to at least one workflow, which are available for readers
to download from the KNIME Hub. Workflow links are provided at the beginning of each section.
We will update this book as new, interesting use cases arise.

Alice Krebs, Editor



Chapter 1: Cheminformatics

In this chapter we want to highlight three workflows and use cases from the cheminformatics
field.

Tutorials for Computer Aided Drug Design using KNIME workflows

This collection of interconnected workflows demonstrates eight common tasks in computer-
aided drug design. They are available as individual workflows, but also as one large workflow that
combines all the steps. It is illustrated using the epidermal growth factor receptor (EGFR), but can
easily be applied to other targets of interest. Individual steps and tasks comprise obtaining data
from the ChEMBL web services, applying the Lipinski’s rule of five and PAINS filter, screening
compounds for similarity based on fingerprints, hierarchical clustering, finding maximum
common substructure, using machine learning methods to predict compound activity and
fetching structural data automatically from the Protein Data Bank (PDB). All workflows require
only KNIME AP and integrate functionality of the RDKit und Vernalis extensions.

Training a machine learning model - to building a predictive web application in three steps

This story demonstrates how to deploy an optimized machine learning model by either integrated
deployment or as a web application. We took the hyperparameter optimization workflow of a
previous story as a starting point and did some adjustments by introducing components that
allow the user to interact and make choices. Wealso introduce integrated deployment, which
allows us to capture the parts of the workflow that are needed for the production workflow. This
requires only KNIME version 4.2 or higher. Furthermore, we describe how to create an interactive
web application based on the workflow, where users can enter their data and get a model
prediction and with some visualization. This however requires a KNIME Server.

Multitasking doesn't always make things worse: interactive bioactivity prediction with multitask
neural networks

In this story we use a multitask neural network model to predict the bioactivity of input molecules.
The model has been trained and validated externally with Jupyter notebooks using the PyTorch
framework. The model was then imported into KNIME via the ONNX format and converted to a
Tensorflow network. It predicts the activity of the 12 input molecules on 560 targets based on
their fingerprints that were generated with the RDKit extension. Any molecules in SMILES format
and a molecule identifier (e.g. name or ID) can serve as input. In parallel, we also retrieve
experimental data from ChEMBL if present. We investigate the results with two interactive
component visualizations: first a heatmap of the predicted bioactivities, and secondly with a view
that displays the predictions and measurements for comparison.



1.1 Tutorials for Computer Aided Drug Design using
KNIME workflows

By Andrea Volkamer, Jaime Rodriguez-Guerra & Dominique Sydow

Find the workflow(s) here: https://kni.me/s/i6jmSEXRHi0OMF8R

Jupyter Notebooks offer an incredible potential to disseminate technical knowledge thanks to its
integrated text plus live code interface. This is a great way of understanding how specific tasks
in the Computer-Aided Drug Design (CADD) world are performed, but only if you have basic coding
expertise. While users without a programming background can simply execute the code blocks
blindly, this rarely provides any useful feedback on how a particular pipeline works. Fortunately,
more visual alternatives like KNIME workflows are better suited for this kind of audience.

Here we want to introduce our new collection of tutorials for computer-aided drug design (Sydow
and Wichmann et al., 2019). Building on our Notebook-based TeachOpenCADD platform (Sydow
et al,, 2019), our TeachOpenCADDKNIME pipeline consists of eight interconnected workflows
(W1-8), each containing one topic in computer-aided drug design.

Query compound Scatter plot
TeachOpenCADD: Table View B >
A teaching platform for 3. Molecular filtering: ’E . .
. . efitinil
computer-aided drug design unwanted substructures ° Similarity to query
using KNIME Compounds with PAINS/Brenk 4. Ligand-based 'Sc!:eell'illgl Enrichment
compound similarity Plotter (local)
Table Vi
Dataset filtered by able View :D ,B
Dominique Sydow, Michele Wichmann, Jaime Rodriguez- unwanted substructures ﬂ =
Guerra, Daria Goldmann, Gregory Landrum, and = Dataset ranked by X
Andrea Volkamer similarity to query compound Tanimoto
Compounds without PAINS/Brenk similarity
Box Plot Table View
Table View
Input target 1. Data acquisition ’E 2. Molecular filtering: ADME ° clustering .
ChEMBL ID from ChEMBL e and lead-likeness criteria Phys. chem. properties B Diverse subset from clusters
q Compound set
Table View
Dataset clustered by Line Plot
Dataset filtered & formatted by Dataset filtered by .& i si ety
bioactivity and SMILES Lipinski's rule of five e @it e el C
Note: Database query can be slow = d
Filtered °
compound set
Evaluate model
>
8. Protein data acquisition: 7. Ligand-based screening: > 6. Maximum common
Protein Data Bank (PDB) machine learning ° substructures Table View
¥ EE (©g = g
>
) Evaluate model °
Dataset filtered by X-ray, ML classifier Get MCS for largest o
sl & s el (applicable to < . Highlighted MCS
Note: Target CREMBL ID can only be changed new compounds) >3
inside the metanode L
ROC curve

Figure 1 The visual capabilities of the KNIME Platform are evident. This is not a diagram of the TeachOpenCADD KNIME
workflows, but the actual project as rendered in KNIME itself. Each box can be accessed individually for further
configuration and workflow details.


https://kni.me/s/i6jmSEXRHi0OMF8R
https://github.com/volkamerlab/TeachOpenCADD

Our team put together these tutorials for (a) ourselves as scientists who want to learn about new
topics in drug design and how to actually apply them practically to data using Python/KNIME, (b)
new students in the group who need a compact but detailed enough introduction to get started
with their project, and (c) for the classroom where we can use the material directly or build on top
of it.

The pipeline is illustrated using the epidermal growth factor receptor (EGFR), but can easily be
applied to other targets of interest. Topics include how to fetch, filter and analyze compound data
associated with a query target. The bundled project including all workflows is freely available on
KNIME Hub. The Hub also lists the individual workflows for separate downloads if desired. Further
details are given in the following sections.

Note: The screenshots shown below are taken from the individual workflows, which resemble the
complete workflow but have different input and output sources.

Workflow 1: Acquire compound data from ChEMBL

Information on compound structure, bioactivity, and associated targets are organized in
databases such as ChEMBL, PubChem, or DrugBank. Workflow W1 shows how to obtain and
preprocess compound data for a query target (default target: EGFR) from the ChEMBL web
services.

1. Data acquisition from ChEMBL This workflow is part of the TeachOpenCADD pipeline:
hitps://hub. ADD

mpound structure, bioactivity, and asso(
are databases such as ChEMBL, PubChem, or
The following steps show how to obtain data for a query |
target: EGFR).

I background of this workflow on ¢

Step 1 step 2 Step 3 Step Step 6 Step 7
Download ChEMBL bioactivity data Get bioactivity (IC50) & Filter out entries with missir Convertall molar units to nM Convert bioactivi Post-process table

. . compound (SMILES) data fro values & duplicates.
Get activitie: Column Resorter Table View 'ChEMBLID

N s B String To Number

Row Filte Row Filter GroupBy  Row Filter Row Filter Row Filte! (deprecated Java Snippet Row Filtel | Math Formuli  Column Filte: Column Rename Column Resorter

Input targe | Get act > >3 > > B >
o

vitie! - .
ca. 105 .3 o5 S oS
ChEMBL 1D Edd Edd gk J Edd Edd

it/ per 1000 mols. -
csv writer

onyom| | adapcso .
=

save compound li¢

Pl
v

- © . -
Table Reader OnlyIC50  Only SMILES. No duplicates Only binding
present assay data

=
Load results*

Note that the database query can be slow

This workflow adapts the KNIME
) RESTful ChEMBL/03_ChEMBL y
EXAMPLES Server, accessed: 2019-05-18).

Figure 2 Workflow 1. Acquire compound data from ChEMBL
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Workflow 2: Filter datasets by ADME criteria

Not all compounds are suitable starting points for drug development due to undesirable
pharmacokinetic properties, which for instance negatively affect a drug's absorption, distribution,
metabolism, and excretion (ADME). Therefore, such compounds are often excluded from data
sets for virtual screening. Workflow W2 shows how to remove less drug-like molecules from a
data set using Lipinski's rule of five.

2. Molecular filtering: ADME and lead-likeness crite  This workflow s part of the TeachOpenCADD pipeline
https://hub knime.com/volkamerlab/space/

Not all compounds are suitable starting points for drug de¢ TeachOpenCADD
to i ineti ies, which for inst
affect a drug's ion, distribution, ism,and ¢ Read more on the theoretical background of this work
(ADME). Therefore, such compounds are usually not incluc on our TeachOpenCADD platform:
sets for virtual screening. The following steps show how 1 https://github.com/volkamerlab/TeachopenCADD;/blo
drug-like molecules from the data set. master/talktorials/2_adme_filtering/T2_adme_filtering
Step 1 Step 3
Calculate MW, HBD, HBA, and LogP Filter dataset by Lipinski's rule of five Visualize dataset properties with box plot
Math FormulMath Formulz Box Plot
RDKit Descriptor Numeric Row »iEh- »Eh- N
Calculation Math Formul: Math Formul: Math Formul: Math Formul: Column Aggregator Splittel = =
= N N = > - 0 -
> o > > > > > > > B> > 00> =3¢ HBAR2 w100
. . . 0 . . .
CSV Reader  Molecule Type Cast RDKit From Molecule  Calculate HBD <=5 HBA<=10 MW <=500 logp <=5 Get compounds wit Constant
> properties >= 3fulfilled rule Column Filter  Value Column GroupBy
B » > "o
EE B
. . >4 > > 3>
List of - - -

compounds Add all compound: Calculate mean an

toonegroup  standard deviatior

CSV Writer . Table View

‘| B
- -

Filtered Filtered
compound set  compound set

Figure 3 Workflow 2 Filter data sets by ADME criteria
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Workflow 3: Set alerts based on unwanted substructures

Compounds can contain unwanted substructures that may cause mutagenic, reactive, or other
unfavorable pharmacokinetic effects or that may lead to non-specific interactions with assays
(PAINS). Knowledge on unwanted substructures in a data set can be integrated in
cheminformatics pipelines to either perform an additional filtering step before screening or - more
often - to set alert flags to compounds being potentially problematic (for manual inspection by
medicinal chemists). Workflow W3 shows how to detect and flag such unwanted substructures

in a compound collection.

3. Molecular filtering: Unwanted substructures

c can contain

substructures in a dataset can be i in

that may cause mutagenic, reactive, or other un-
pharmacokinetic effects or that may lead to non-specific interactions with assays (PAINS). Knowle
ipelines to either perform an ac

This workflow is part of the TeachOpenCADD pipeline:
knime.c: pace/TeachOpenCADD

Read more on the theoretical background of this workflow on our TeachOper
platform

[TeachOpenCADD;

before screening or - more often - to set alert flags to ng
medicinal chemists). The following steps show how to filter for su:h unwanted substructures.

Step 1 Step 2
Filter out PAINS Filter out unwanted substructures by Brenk et al.
with existing node
With existing node
RDKit Molecule
Catalog Filtel

>
»,G’
.

RDKit Molecule
Catalog Filter

Filter by unwanted

€SV ReaderMolecule Type Cast RDKit From Molecule substructures (Bren

NS > e e
- = = By hand
Listof Filter by PAINS
compounds RDKit Molecule

€SV ReaderMolecule Type Casi RDKit From Molecule Substructure Filte

> >

&, . LRt 2 L ) ol b

. - .
List of Filter by unwanted
unwanted substructures (Bren
substructures

Figure 4 Workflow 3 Set alerts based on unwanted substructures

3 subslru(ture _filtering/T3_substructure_filtering.ipynb

step 3
Highlight unwanted substructures
from both sets (PAINS and Brenk)

Concatenate RDKit Molecule

(Optional in  Highlighting Column Filte: Table View
»
. it
B 0> >t .E
<
. - a .
Flagged molecule
RDKit Molecule Column Filte:
catalog Filtel CSV Writer €SV Writer

> i
>
"o, >B . »ﬂ
° . Remove highlighte ~ ®
Filter by unwanted  Compounds. unwanted Compounds
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or Brenk flag and/or Brenk
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Workflow 4: Screen compounds by compound similarity

In virtual screening (VS), compounds similar to known ligands of a target under investigation
often build the starting point for drug development. This approach follows the similar property
principle stating that structurally similar compounds are more likely to exhibit similar biological
activities. For computational representation and processing, compound properties can be
encoded in the form of bit arrays, so-called molecular fingerprints, e.g. MACCS and Morgan
fingerprints. Compound similarity can be assessed by measures such as the Tanimoto and Dice
similarity. Workflow W4 shows how to use these encodings and comparison measures. VS is
here conducted based on a similarity search.

€SV ReaderMolecule Type Casi RDKit From Molecule

>
B, » L= g 1418
() -
List of
compounds

Query compoungd

Gefitinib

4. Ligand-based screening: compound similarity

In virtual screening (VS), compounds similar to known ligands of a target under investigation o
point for drug development. This approach follows the similar property principle stating that sf
compounds are more likely to exhibit similar bi i activities i are so-called acti\
computational representation and processing, compound properties can be encoded in form of
molecular fingerprints, e.g. MACCS and Morgan fingerprints. Compound similarity can be assess
as the Tanimoto and Dice similarity. The following steps show how to use these encodings and
VS is here conducted based on a similarity search.

Step 1
Calculate fingerprints for data
and query compound

Step 2
Similarity search of query compound (example: gefitinib)
against full dataset using Tanimoto/Dice similarity

Morgan fingerprints
RDKit Fingerprini

Similarity Searct Celumn Rename

<
> oo > e >
L [ '} Joiner
Dataset Tanimoto similarit e
>
>+
RDKit Fingerprini similarity searct  Column Rename .
>
¥ o > [ g
- (] (] .
Query Dice similarity Joiner
’ W
MACC fingerprints >
-
RDKit Fingerprini Similarity Searct Column Rename
»
P oo P S 2 e
Joiner
(] L L »
. Lo ERA
Dataset Tanimoto similarit »
[
RDKit Fingerprin! Similarity Searct Column Rename.
»
P o > 1S g
. (] ®
Query Dice similarity

Figure 5 Workflow 4 Screen compounds by compound similarity

This workflow is part of the
TeachOpenCADD pipeline:
https://hub.knime.com/volkamerlab/
space/TeachOpenCADD

Read more on the theoretical
background of this workflow on our
TeachOpenCADD platform:
https://github.com/volkamerlab/
TeachOpenCADD/blob/master/
talktorials/4_mol_similarity/
T4_mol_similarity.ipynb

Step 3
Evaluate performance with enrichm
plots (split dataset into active and
inactive compounds at pIC50 = 6.2

Scatter plot
>

[
Similarity to quen

Enrichment
Plotter (local
nley

-

Dice similarity
Enrichment
Plotter (local
rey

-
Tanimoto similarit
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Workflow 5: Group compounds by similarity

Clustering can be used to identify groups of similar compounds, in order to pick a set of diverse
compounds from these clusters for e.g. non-redundant experimental testing or to identify
common patterns in the data set. Workflow W5 shows how to perform such a clustering based

on a hierarchical clustering algorithm.

5. Compound clustering

Clustering can be used to identify groups of similar compounds, in order to pick a sel
from these clusters for e.g. il testing. The ing steps
such a clustering based on a hierarchical clustering algorithm.

Step 1
Cluster dataset with hierarchical clustering algorithm

Hierarchical Clustering Hierarchical
(DistMatrix Cluster Assigner

. Ll
Distance Matri: »

€SV ReaderMolecule Type Casi RDKit From Molecule | RDKit Fingerprini Calculate s .
> » > Average linkage Assign compound:
@ = B !
L g-—a a8 ¥ fon > = clustering to clusters
- - o a
List of Generate Calculate Table Writer Table Reader
compounds Morgan fingerprifianimoto distance ’E .,
g,
.

save clustered Load pre-clusterec
compounds  compounds*

[JRote that hierarchical clustering is uscd here instoad of Bufing ke in the Jupyter notebook T4 0
TeachOpenCADD platform) since a Butina clustering KNIME node is not available.

careful Hierarchical clustering is here time consuming.
+To skip the pre-clustering step, clustered compounds can be loaded using the "Tabl

Connections leaving the "Hierarchical Cluster Assigner" node must be removed and i
Reader” node must be connected to the "GroupBy”, “Joiner” and "Compound Picker”

This workflow adapts the KNIME wor 2 ity/03_RDKit/01_C|
EXAMPLES Server, accessed: 2019-05-24).

Figure 6 Workflow 5 Group compounds by similarity

This workflow is part of the TeachOpenCADD pipeline:
https:/hub.knime.com/volkamerlab/space/TeachOpenCADD

Read more on the theoretical background of this workflow:
https://github.com/volkamerlab/TeachOpenCADD/blob/master/talktoriz
5_compound_clustering/T5_compound_clustering.ipynb

Step 2.1
Get largest cluster (used in workflow 6)

Select larges Joiner Column Filte CSV Writer
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o
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Workflow 6: Find the maximum common substructure in a
collection of compounds

In order to visualize shared scaffolds and thereby emphasize the extent and type of chemical
similarities in a compound cluster, the maximum common substructure (MCS) can be calculated
and highlighted. In Workflow W6, the MCS for the largest cluster from previously clustered
compounds (W5) is calculated using the FMCS algorithm.

6. Maximum common substructures This workflow is part of the TeachOpenCADD pipeline:
https://hub.knime.com/volkamerlab/space/TeachOpenCADD
In order to visualize shared and thereby ize the extent and type of ¢

differences of a cluster, the il substructure (MCS) can be Read more on the theoretical background of this workflow:
highlighted. In this workflow, the MCS for the largest cluster from the previously clus https://github.com/volkamerlab/TeachOpenCADD/blob/master/talktc
(TeachOpencADD Workflow 5) is calculated using the FMCS algorithm. 6_compound_mcs/T6_compound_mcs.ipynb
Step 1 Step 2
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N RDKit RDKit Constant
CSV ReaderMolecule Type CastRDKit From Molecul ~ Group Loop Start . - Filte Highlighting Value Column| Loop End Column Filte!
> .
EY > g rEr -1e rOr > > Cor e
. . ° = = . . - Table View
List of Filter out molecules t Highlight the atom B>
compounds do not match the MC! matching the core

Change RDKit MCS node properties:

- Double click on "RDKit MCS" node

- Currently set:
- Threshold: 0,9 = in 90% is MCS present
- Atom comparison: any
- Bond comparison: order

This workflow adapts the KNIME workflow exam
0x1_Maximum_Common_Substrugtavia Goldmann, KNIME Introductiq
Training Session at Volkamer Lab in Berlin on 2019-01-21).

Figure 7 Workflow 6 Find the maximum common substructure in a collection of compounds
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Workflow 7: Screen compounds using machine learning
methods

With the continuously increasing amount of available data, machine learning (ML) gained
momentum in drug discovery and especially in ligand-based virtual screening to predict the
activity of novel compounds against a target of interest. In Workflow W7, different ML models
(RF, SVM and NN) are trained on the filtered ChEMBL dataset to discriminate between active and
inactive compounds with respect to a protein target.

7. Ligand-based screening: Machine learning Step 3 Step 3
Train ML model using k-cross validation (default 10-fold) Evaluate models
With the continuously increasing amount of available data, machine learning (ML) gaine with ROC curves
discovery and especially in ligand-based virtual screening (VS) to predict the activity of Random forest classifier
against a target of interest. In the following, different ML models are trained on the filt
discriminate between active and inactive compounds with respect to a protein target. Random Forest
Leamer  pandom Forest
X-Partitione| b Predictor  X-Aggregator
This workflow is part of the TeachOpenCADD pipeline: e . D . ”
https://hub knime.com/volkamerlab/space/TeachOpenCADD > » >
- Train model . . Evaluate mode
Read more on the theoretical background of this workflow on our TeachOpenCADD platform spiitdatainto  OMURININgSEt L odel  Aggregate N
7_machine_learning/ training/test set ontestset results from
T7_machine_learning.ipynb in k-fold validatior k-fold validation " Evaluate mode
Random forest 3
5
stepl Artificial neural network classifier =
split dataset into Generate fingerprints and prepare data for ML Score view
active & inactive RProp MLP Learner
compounds » g m  MultiLayerperceptrol Evaluate mode
(pICS0 cut-off = 6.2 X-Partitione! Predictor  X-Aggregator 13
> o o Evaluate mode >
€SV ReaderMolecule Type Cast RDKit From Molecule Number To String o, n ¥, N -
> Math Formulz RDKit Fi i i Bit Vector o - - ROC curve
NS > e .
& ) m o
e o "B g g g . g Neural nétwork
List of o i . e ° Support vector machine classifier
compounds Add boolean Convert activity Generate  Extract columns Split fingerprint
activity column to string fingerprint  needed for to one bit SVM Learner
(default MACCS) ML nodes per column
x-partitionel — * N ™ svM predictor X-Aggregator Evaluate mode
> B >
e e n -y >
s workflow adapts the KNIME workflow exam@ie_Machine_Learnin{aria Goldmann, KNIME . . . .
introduction and Training Session at Volkamer Lab in Berlin on 2019-01-21).
Support vector

Figure 8 Workflow 7 Screen compounds using machine learning methods

16



Workflow 8: Acquire structural data from PDB

The PDB database holds 3D structural data and meta information on experimentally resolved
proteins. Workflow W8 shows how structural data can be automatically fetched from the PDB

and processed.

8. Data acquisition from PDB

The PDB database holds 3D structural data and meta info
experimentally resolved proteins. The following steps she
structural data can be automatically fetched from the PDI

This workflow is part of the TeachGPenCADD pipeline:
knime cc &/TeachOpenCADD

Read more on the theoretical background of this workflow on our TeachOpenCADD platform:
https://github.com/volkamerlab/TeachOpenCADD/blob/master/talktorials/8_PDB/T8_PDB.ipynb

processed.

Step 1 Step 2 Step 3
Get PDB IDs from UniProt ID of query target Filter PDB structure: X-ray, resolution <= 3A, and ligand with MW >= 100 present Keep top 4 protein-ligand structures
(sorted by resolution) and download PDB files

PDB C XMIPDB C Quer§DB C
only (XML Query Custom Report

Numeric Row

Query Builde: Row Filter  sSplitter  Row Filtel Row Filter Sorter GroupBy Sorter Row Filter PDB Downloadestring Manipulatiol PDB Saver
e > > > S=1¢ > s » > T >3 r > > >
Build a query for QueryPDB  Getstructure repo Only x-ray  Resolution Only structuresLigand MW By Ligand  Keep largest By resolution Filter top 4 Save PDB
P00533 from PDB structures <=30  withligand  >=100 MW ligand only structures files in results

Please connect nodes
if not connected.

Note for "PDB Saver!'Please update the output path &
clicking on Browse or specify one of your choice (dot
click "PDB Saver" node to access its configuration m¢

*This step is needed for next node where ea
PDB ID is filtered for largest, i.e. first, liganc

Change UniProt ID:

- Double click on *PDB Connector XML Query Builder” nod
- Choose “IDs and Keywords" tab

- Change UniProt ID in "UniProtke Accession Number(s)" f

Choose type of information to be downloaded from PDB:
- Double click on "Custom Report” nod:

- Choose "Report Options" tab

- Choose type of information for downl

This workflow adapts the KNIME workflowgsagaammu-
nity/04_ is/01_PDB_Query - and_Save Loc:
(KNIME EXAMPLES Server, accessed: 2019-05-24)

Figure 9 Workflow Acquire structural data from PDB

Requirements

All the workflows have been updated for KNIME version 4.3. In addition to some extensions
provided by the KNIME team, TeachOpenCADD also requires:

e RDKit KNIME integration, by NIBR
e Vernalis KNIME nodes, by Vernalis Research.

For a full list of requirements, please check our project on the KNIME Hub.
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1.2 Training a machine learning model - to building

a predictive web application in three steps
By Janina Mothes

Find the workflow(s) here: https://kni.me/w/VxE7Y-PGz8jP6LaU

In earlier posts on the KNIME blog we introduced a parameter optimization workflow that uses
four different machine learning models, individually optimizes the hyperparameters, and picks the
best combination of machine learning method and hyperparameters for the user. However, the
usual data scientist journey doesn’t end here. Having spent hours, days, or even (sleepless) nights
exploring your data and finding the model with the best hyperparameters, you don’'t want your
model to be buried and forgotten somewhere on your computer. In real world situations, you
would want to make your model predictions accessible to other people. Maybe even create a web
application, where users could enter their data and get your model prediction with some helpful
data visualizations.

Here we will show you how to go from your trained model to a predictive web application with
KNIME in three easy steps:

1. Model selection and parameter optimization
2. Integrated Deployment of the best performing model

3. Creating a web application

1. Model selection and parameter optimization

We took the Model Optimization and Selection workflow (shown in Figure 10) from a previous
blog post as a starting point and did some adjustments.

Like the old workflow, the adjusted workflow starts by reading in the same data. The dataset is a
subset of 844 compounds, i.e. molecules, from a public data set available here (data set 19),
which were tested for activity against CDPK1. Each compound is either “active” or “inactive”.

In contrast to the original workflow, we now integrated the data preprocessing. In the “Generate
Fingerprints” metanode, we compute five molecular fingerprints for the compounds using the
RDKit nodes.
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Model ion with Deploy

This workflow deploys an advanced parameter optimzation protocol with four machine learning methods. The model performances can be compared in the interactive view of the "Pick best Model"
component. Based on the selection in the interactive view, the selected model is build and automatically deployed. Additionally, a model report is generated.

Score the model with test data
and present a report

Read data Data preprocessing and partition data Parameter optimization Pick and deploy the final model

Select the column with class values and Performed for each method

partition the data into a training set and a test
set

Pick activity
column

>

action needed

- pick activity column
- pick objective function

separately

Naive Bayes

(g

Logistic Regression

(g

Pick best Model Build Model Model Report
Generate
Table Reader Fingerprints Partitioning » ——
% » Rand F it : : g
andom Fores
oo
g B >, i

data.table 80/20 investigate model

random stratified XGBoost performances and

select best model

(g

Figure 10 Overview of the adjusted Model Optimization and Selection workflow. Each machine learning method is
encapsulated within corresponding metanodes

In the “Pick activity column” component the target column containing the class values (active,
inactive) can be selected by the user (see Figure 11). Additionally, the user can select the objective
function value. The objective function value is the value that will be optimized for each of the
machine learning models. It is handy to define the objective function value beforehand in one
place. This reduces the possibility of introducing mistakes by accidentally selecting different
objective function values for each machine learning method. In our example, we choose an
Enrichment Factor of 5% as the objective function value.

Based on our target column (i.e. activity), we perform a stratified partitioning of the data into a:
° training set for parameter optimization and a

° test set for scoring the best model.

Hyperparameter optimization

Similar to the original workflow, the hyperparameter optimization for each of the four machine
learning methods is done in the corresponding metanodes: Naive Bayes, Logistic Regression,
Random Forest and XGBoost. Please have a look at the previous blog post for a detailed
description of the parameter optimization cycles.
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[ N N Dialog - 0:356 - Pick activity column (action needed:)

\ Yuteie | Flow Variables  Memory Policy  Job Manager Selection

Please select column with class values

activity

Objective function value

Enrichment factor at 5.0% .

Maximize objective function?

v

Random Seed

123,456 C

OK Apply Cancel

Figure 11 Configuration dialog of the “Pick activity column” component. Besides selecting the activity column,
it also provides the option to select the objective function value.

Compare Model Performances

After optimizing each machine learning method, we want to compare the model performances
and select the best model for our use case.

e The “Pick best model” component provides an interactive view, which helps us evaluate
the performance of each model (Figure 12).

e The Parallel Coordinates Plot shows the values for the different model performance
measures.

In our example, we optimized the models for the enrichment factor at 5% and all models perform
equally well regarding both the enrichment factor at 5% as well as the discovery rate at 5%.
Therefore, we have to take additional model performance measures into account. For our
example, we will mainly focus on:
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) Cohen’s kappa
° F-measure

° Balanced accuracy

since those model performance measures are especially suited for imbalanced classes (as is the
case for our dataset). For Cohen’s kappa and F-measure, the XGBoost model outperforms the
other models. In terms of balanced accuracy, the XGBoost is the second best model. Therefore,

we select the XGBoost model as the best model for our use case.

Investigate Performance Measures

Enrichment factor at 5.0% Discovery rate at 2.0% balanced_accuracy
B 1 095

Select the best model

Show 10 v entries

® method FPs objective-function
NB ECFP6 Enrichment factor at 5.0%
LR AtomPair Enrichment factor at 5.0%
[ | RF ECFC6 Enrichment factor at 5.0%
XGB RDKit Enrichment factor at 5.0%

Showing 1 to 4 of 4 entries

Cohen's kappa

Objective value
414
414
414

4.14

Accuracy

097

0.965

F-measure

09

0.88

0.86

0.84

08

Specificity Sensitivity Precision
B 1 097

Search:

102

104

105

105

TruePositives
4 27
2 23
1 19

1 25

Figure 12 Interactive view of the “Pick best model” component showing the performances of all models in the Parallel
Coordinate Plot. The objective function value (e.g. Enrichment Factor at 5%), is equally optimal in all models. The best

model can be selected in the Table View.

Report on Best Hyperparameter and Model Performance

The last component, “Model Report”, creates a short report containing information about the best
hyperparameter and performance of the model (see Figure 13). In our example, the XGBoost
model using RDKit fingerprint was selected as it outperformed the other models in regards to

Cohen’s Kappa.
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Model Report for Assay: CDPK1

Confusion Matrix

Predicted
Real active | inactive
active 33 3 0.92
inactive 9 124 0.93
0.79 0.98
Performance:
AUC: 0.976

Enrichment factor at 1%, 5%, 10%: 2.778, 4.444, 3.889
Balanced Accuracy: 0.924
Cohen's kappa: 0.924
F-Score: 0.846

Assay Details Model Details
Description: CDPK1 Fingerprints: RDKit
actives: 36; inactives: 133 Method: XGBoost
objective: Enrichment factor at 5.0% maxDepth: 3; learning_rate: 0.05 boosting: 50

Figure 13 The model report view showing performance of the final model.

2. Integrated Deployment of the best performing model

To deploy your trained model, there are a few things that you need to keep in mind. The deployed
workflow needs to include not only your trained model but also any data preprocessing that you
did before training the model. Before KNIME Analytics Platform Version 4.2.0, that meant saving
your trained model to a file and copying your preprocessing nodes to the deployed workflow,
which increased the risk of mistakes.

Starting with KNIME Analytics Platform 4.2.0, there are some new nodes which can make your
life much easier and help you to deploy your model in a more automated way (KNIME Integrated
Deployment). Now you can use the Capture Workflow Start and End nodes to define the workflow
parts that you want to deploy. This means that the workflow parts that you captured will be written
automatically to a separate workflow.

In our example, we capture the data preprocessing (e.g. computation of the five fingerprints) with
the Capture Workflow Start and End nodes by simply inserting them at the beginning and end of
our data preprocessing workflow, as shown in Figure 14. Similarly, model prediction is captured
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using the same nodes (Figure 15). The Workflow Combiner node is used to join the two
workflows. The red Workflow Writer node deploys the workflow automatically to the user-defined
destination. That's all you need to do.

Data Preprocessing: Generating Fingerprints

Capture RDKit Count-Based Capture
Workflow Start Fingerprint RDKit Fingerprint RDKit Fingerprint RDKit Fingerprint RDKit Fingerprint = Workflow End
’.’ ’ (=10 ’ ’ [D10 ’ ’ (D10 ’ ’ 010 ’ ’ ([ x] ’ "
ECFC6 ECFP6 ECFP4 AtomPair RDKit

Figure 14 Capturing the data preprocessing (computing the five fingerprints) with the Capture Workflow Start node and
the Capture Workflow End node

XGBoost

XGBoost Tree
Preprocess Data XGB Ensemble Learner

T O >
XGB
| — >

Workflow Combiner Workflow Writer

mi .
i W
XGBoost Predictor Column Splitter Column Filter .=

Preprocess Data XGB >
P xeo b >, > HE

|- [ ;

Capture Capture
Workflow Start Workflow End

- £

Figure 15 Capturing the model prediction with the purple Capture Workflow Start node and the purple Capture Workflow
End node. Combining the data preprocessing part and the model prediction part using the yellow Workflow Combiner
node. The red Workflow Writer node deploys the combined workflow

The deployed workflow is shown in Figure 16. The Container Input (Table) and Container Output
(Table) nodes are added automatically. Those nodes enable the deployed workflow to receive a
table from an external caller via a REST API and return the model prediction. At this point, we
could deploy our model as a REST web service by simply copying the deployed workflow to a
KNIME Server. This way, anyone could get predictions from our trained model using the KNIME
Server REST API. However, most people do not use REST APIs but rather want a graphical
interface where they can easily enter their data and get model predictions together with a useful
visualization. So, let's move on to the last step and create a small web application.
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Data Prep g: ing F Model Predictions: XGBoost

PortObject PortObject
Reference Reader Reference Reader

Container RDKit Count-Based Container
Input (Table) i i RDKit Fingerprint RDKit Fingerprint RDKit Fingerprint RDKit Fingerpri Preprocess Data XGB XGBoost Predictor Column Spliter  Column Filter ~ Output (Table)

o >
Ll
>|3 y > > i, > it > g

> > > o P > o > > o > > oo P > o >

ECFC6 ECFP6 ECFP4 AtomPair RDKit

Figure 16 Deployed workflow combining the data preprocessing (computation of the five fingerprints) and the model
prediction.

3. Creating a web application

To create a web application you need the KNIME Webportal which comes along with the
commercial KNIME Server license. In case you are working with the open source KNIME Analytics
Platform, you can still create and execute the web application workflow (see Figure 17) but you
won't be able to deploy the actual web application.

The workflow (shown in Figure 17) creates three views/user interactions points for our web
application. The views are generated by components. The first component/view “File Input”
(shown in Figure 18) enables the user to upload a file containing the compounds for which they
want a model prediction (CDPK1 activity prediction).

Data Input Call deployed i i izati ing on p of ground truth
workflow for model (activity column)
prediction
Data Visualization
Check for (no Ground Truth)
activity column
> 1S
File Upload
Call Workflow CASE Switch CASE Switch
.\csz Reader ~Molecule Type Cast (Table Based) Renderer to Image Column Resorter Da(.a (Start) Data (End)  Result Download
1 & »
&, » > Q» > B > > > > > >
P i3 Data Visualzath >
ata Visualization
(Ground Truth)
read data Call the deployed
workflow » »

Figure 17 Web application workflow for the KNIME Webportal.

After the file upload, there are some nodes that process the input in the background and are not
visible in the web application. For example, the Molecule Type Cast node converts the SMILES
from a string format into a SMILES data format. The Call Workflow (Table Based) node passes
the compounds to our deployed workflow (Figure 16). There the data is preprocessed (computing
the molecular fingerprints) and the CDPK1 activity is predicted using the best performing model,
in our case XGBoost. The predictions for each compound are returned as an additional column
to our input table.
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A KNIME KNIME WebPortal

[5 Home > [ 2020_10_Integrated_Deployment_In_Action_Webinar > sr{z Web ication for Bit ivity Predicti > (® Web Application for Bi ivity Prediction 2020-10-13 12.25.16

Upload a file in CSV format containing SMILES:
Choose File no file selected Default file: example_data_predict.csv

Figure 18 First view of the web application. The user can select the file containing the data for the model prediction

For the second view of the web application, we use a Case Switch node depending on the data
that is uploaded by the user.

In the first case, the user uploads a data file which contains simply chemical structures,
without any knowledge about its activity on CDPK1. The user simply wants a prediction for his/her
data.

In the second case, the user might want to test or evaluate our model (some people like
to do that). In that case, they will upload a file which, besides the chemical structures, also
contains the true activity (“ground truth”) on CDPK1. If the activity column (“ground truth”) is
available, we can also provide the confusion matrix and the ROC curve for the data (see Figure
20). So our workflow contains a metanode in which we determine if the activity column is
available in the uploaded data file. Depending on the presence of the activity column, a different
web application view is shown (Figure 19 vs Figure 20).

In the third and last view of the web application, the user can simply download the results of the
model predictions including his/her selection in the interactive view as an Excel file (Figure 21).
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Wrapping up

We showed you three simple steps to automatically get from training your machine learning
model to building a predictive web application. You can adjust your parameter optimization and
model selection pipeline by using the new integrated deployment nodes to automatically deploy
the best model for your data. If you create a simple web application workflow for the KNIME
Webportal you can easily make your trained model accessible to “consumers”.

A KNIME KNIME WebPortal

[ Home > [ 2020_10_Integrated_Deployment_In_Action_Webinar > s{g Web Application for Bi ivity Predicti > (B Web Application for Bi ivity Prediction 2020-10-13 12.21.54
Show 10 4+ entries Search:
S Prediction (activity) count
a9 active 20
inactive 64
Showing 1 to 2 of 2 entries Previous - Next
Show 10 ¢ entries Search:
(V] Image compound_chembl_id TCMDC_ID Prediction (activity) P (activity=i ive) P (activity=active)
/] CHEMBL588540 TCMDC-133559  active 0.4556081295013428 0.5443918704986572
9@@
e
/] CHEMBL581801 TCMDC-134114 active 0.18771350383758545 0.8122864961624146
Soted -

o ek Next

Figure 19 Option 1 for the second view of the web application. If the activity column is not included, the user can
interactively select the compounds of interest
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A KNIME KNIME WebPortal

[T Home > [ 2020_10_Integrated_Deployment_In_Action_Webinar > s{g Web Application for Bioactivi iction > () Web Application for Bioactivi iction 2020-10-13 12.18.04
Scorer View ROC Curve
Confusion Matrix
© 1.0
active (Predicted) inactive (Predicted) & 09
°
F3
active (Actual) 18 0 100.00% g o8
5 o7
T o
inactive (Actual) 2 64 96.97% K 08
90.00% 100.00% 05
Overall Statistics 04
03
Overall Accuracy | Overall Error | Cohen's kappa (x) | Correctly Classified | Incorrectly Classified 02
97.62% 2.38% 0.932 82 2 01 P (activity=active) (0.996)
0.0
00 01 02 03 04 05 06 07 08 09 10

False Positive Rate

® P (activity=active) @ random

Show 10 4 entries Search:
Image compound_chembl_id TCMDC_ID activity Prediction (activity) P (activity=inactive) P (activity=active)
CHEMBL537792 TCMDC-135512 inactive active 0.30347341299057007 0.6965265870094299
o0
Q
CHEMBL528359 TCMDC-141388 inactive active 0.3512257933616638 0.6487742066383362
0,
Yy TE
Showing 1 to 2 of 2 entries (filtered from 84 total entries) Previous - Next

Figure 20 Option 2 for the second view of the web application. If the activity column is included in the uploaded data
set, the user can interactively explore the model predictions.

AKNIM KNIME WebPortal

[T Home > [ 2020_10_Integrated_Deployment_In_Action_Webinar > S Web ication for Bit ivity Predictil > (B) Web ication for Bi: ivity Prediction 2020-10-13 12.18.04

Download Excel file with results
results.xlsx

& Back Delete this result Close

Figure 21 Last view of the web application: User can download the results of the model prediction as an Excel file
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1.3 Multitasking doesn't always make things worse:
interactive bioactivity prediction with multitask

neural networks
By Greg Landrum

Find the workflow(s) here: https://kni.me/w/ocNbAaAkXf1aQGBQ

A CHEMBL-0G post ‘Multi-task neural network on ChEMBL with PyTorch 1.0 and RDKit' by Eloy,
from way back in 2019 showed how to use data from ChEMBL to train a multi-task neural network
for bioactivity prediction - specifically to predict targets where a given molecule might be
bioactive. Eloy has links to more info in his blog post, but multi-task neural nets are quite
interesting because the way information is transferred between the different tasks during training
can result in predictions for the individual tasks that are more accurate than what you'd get if you
just built a model for that task alone.

It's a big contrast to most humans: our performance tends to go down the moment we start
multitasking. In any case, | find this an interesting problem and Eloy provided all the code
necessary to grab the data from ChEMBL and reproduce his work, so | decided to pick this up and
build a KNIME workflow to use the multitask model. For once | didn’t have to spend a bunch of
time with data prep (thanks Eloy!) so | could directly use Eloy’s Jupyter notebooks to train and
validate a model. After letting my workstation churn away for a while | had a trained model ready
to go; now | just needed to build a prediction workflow.

Loading the network and generating predictions

Eloy’s notebooks build the multitask neural network using PyTorch, which KNIME doesn't directly
support, but fortunately both KNIME and PyTorch support the ONNX (Open Neural Network
Exchange) format for interchanging trained networks between neural network toolkits. So | was
able to export my trained PyTorch model for bioactivity prediction into ONNX, read that into
KNIME with the ONNX Network Reader node, convert it to a TensorFlow network with the ONNX
to TensorFlow Network Converter node, and generate predictions using the TensorFlow Network
Executor node.

Now that | have the trained network loaded into KNIME, | need to create the correct input for it.
Since the model was trained using the RDKit this is quite easy using the RDKit KNIME Integration.

| know that the model was trained using the RDKit's Morgan fingerprint with a radius of 2 and a
length of 1024 bits and | can generate the same fingerprints with the RDKit Fingerprint node. Since
| can’t pass fingerprints directly to the neural network, | also add an Expand Bit Vector node to
convert the individual bits in the fingerprints into columns in the input table. The compounds that
we'll generate fingerprints for are read in from a text file containing SMILES and a column with

28


https://kni.me/w/ocNbAaAkXf1aQGBQ
http://chembl.blogspot.com/2019/05/multi-task-neural-network-on-chembl.html
https://onnx.ai/
https://onnx.ai/

compound IDs that we'll use as names. The sample dataset used in this blog post (and for the
example workflow) is made up of a set of molecules exported from ChEMBL and a couple of
invented compounds | created by manually editing ChREMBL molecules.

Input Predictions Tensorflow
ONNX Network Reader Network Converter
. D
e [

TensorFlow
RDKit Fingerprint  Expand Bit Vector etwork Executor

® [ 8]

File Reader

I

Read molecules
to be predicted

Figure 22 Here we see the part of the workflow that handles both loading the neural network and preparing the input
forit.

The output of the TensorFlow Network Executor node is a table with one row for each molecule
we generated a prediction for and one column for each of the 560 targets the model was trained
on. The cells contain the scores for the compounds against the corresponding targets (Figure

23).

Table "default™ -Rows: 12 Spec - Columns: 560 Properties Flow Variables

Row ID D] 11300 |[D|11320 |[D]|11340 |[D|1136.0 |[D]1138.
Row0 0.369 0.096 0.026 0.086 0.583
Row1l 0.015 0.022 0.809 0.047 0.027
Row2 0.008 0.024 0.883 0.021 0.105
Row3 0.003 0.078 0.192 0.061 0.014
Row4 0.093 0.018 0.174 0.181 0.108

Figure 23 Predictions from the TensorFlow Network Executor node.
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At this point we have a pretty minimal prediction workflow: we can use the multitask neural
network to generate scores for new compounds. In the rest of this post I'll show a couple of ways
to present the results so that it's a bit easier for people to interactively work with them.

Showing the predictions in an interactive heatmap

The first interactive view that we'll use to display the predictions from the multitask neural
network includes a heatmap with the predictions themselves and a tile view showing the
molecules the predictions were generated for. The heatmap has the compounds in rows and
targets in columns with the coloring of the cell determined by the computed scores. The tile view
is configured to only show the selected rows.
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Figure 24 : Interactive view showing model predictions and the compounds.

The “Display predictions as heatmap” component that exposes this interactive view is set up so
that only selected rows are passed to its output port. So in the example shown in Figure 24, there
would only be two rows in the output of the “Display predictions as heatmap” component.
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The workflow does a significant amount of data processing in order to construct the heatmap. |
won't go into the details here, but the main work occurs in the “Reformat with bisorting” metanode,
which reorders the compounds and targets based on their median scores. This brings targets
which have more high-scoring compounds to the left of the heatmap and compounds with high
scores against more targets to the top of the heatmap. Qualitatively the heatmap should get more
red as you pan up and to the left and more blue as you pan down and to the right. There’s no best
answer as to the best sorting criteria for this purpose, so feel free to play around with the settings
of the sorting nodes in the “Reformat with bisorting” metanode if you'd like to try something other
than the median.

Display results

Reformat with
bisorting
Display predictions
Joiner Column Resorter as heatmap

>
r‘fr—r‘.ﬁ;l > >

Figure 25 The part of the prediction workflow which generates the data for and displays the interactive heatmap view.
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Comparing predictions to measured values

A great way to gain confidence in a model’s predictions is to compare them with measured data.
Generally we can't do this, but sometimes there will be relevant measured data available for the
compounds we're generating predictions for. In these cases it would be great to display that
measured data together with the predictions. The remainder of the workflow is there to allow us

to do just that (Figure 26).

Retrieve ChEMBL

data when present Joiner Column Resorter Compare tO known FESU|tS
> } g > > tﬁ'. > Generate statistics Display predictions
> > + for known compounds and measurements

3 X

Figure 26 The part of the workflow for comparing predictions to measured data from ChEMBL.

This starts by generating InChl keys for the molecules in the prediction set, looking those up using
the ChEMBL REST API, and then using the API again to find relevant activity data that was
measured for those compounds. This is done in the “Retrieve ChEMBL data when present”

metanode.

32



The output table of the metanode has one row for each compound, a ChEMBL ID for each
compound that was found in ChEMBL, and one column for each target where there was
experimental value in ChEMBL for one of the compounds in the prediction set. This data can be
visualized, together with the predictions using the “Display predictions and measurements”
component (Figure 27).
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Figure 27 The “Display predictions and measurements” interactive view.

This interactive view is primarily based on the scatter plot at the top. Each point in the plot
corresponds to one compound with data measured against one target. The CHEMBL IDs of the
targets are on the X axis and the measured pCHEMBL values (as provided by the ChREMBL web
services) are on the Y axis. The size of the points in the plot is determined by the calculated score
of that compound for that target. The scatter plot is interactive: selecting points shows the
relevant compounds in the table at the bottom left of the view and the corresponding scores and
measured data in the table at the bottom right.
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If the model is performing really well I'd expect the scatter plot in Figure 27 to have large scores
(big points) for compounds which have high activity (large pCHEMBL values), i.e. bigger points
towards the top of the plot and smaller points towards the bottom. That's more or less what we
observe. There are clearly some outliers, but it's probably still ok to pay at least some attention
to the model’s predictions for the other compounds/targets. (Note: This isn’t a completely valid
evaluation since most of the data points I'm using in this example were actually in the training set
for the model. The example is shown here in order to demonstrate the view and its interactivity.)

Wrapping Up

In this blog post I've demonstrated how to import a multitask neural network for bioactivity
prediction built with PyTorch into a KNIME workflow and then use that to generate predictions for
new compounds. | also showed a couple of interactive views for working with and gaining
confidence in the model’'s predictions. The workflow, trained model, and sample data are
available on the KNIME hub for you to download, learn from, and use in your own work.
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Chapter 2: Bioinformatics

In this chapter we want to highlight three interesting stories that will give insight into
bioinformatics use cases with KNIME.

Analyzing Gene Expression Data with KNIME

In the first story of this chapter we want to take a look at a very common bioinformatics task:
analyzing RNA-Seq data to find differentially expressed genes between two conditions, in this
case between tumors and matched normal tissue. The first step is the upload of csv files. Next,
we find differentially expressed genes using the edgeR library in the R snippet node. The user can
investigate those genes and select genes of interest based on statistics from the gene expression
analysis. We then cluster the genes based on similar expression profiles and investigate their
biological pathways. Finally, we search for compounds targeting the selected gene products
using Google’s BigQuery. You have the option to deploy the workflow to the WebPortal so that the
domain expert can easily interact with the data and results through a web page.

Gut Microbiome Analysis with KNIME Analytics Platform

In this story, we have a look at a more advanced/specific bioinformatics use case called
taxonomic profiling. We compare the composition of gut microbiomes from 10 patients at
different time points while they undergo fecal transplantation, based on the microbe’s 16S-rRNA
gene sequences. The story showcases how to get FASTQ sequences from the European
Nucleotide Archive (ENA) via REST and FTP services. We then preprocess the data using the R-
package DADA?2 within KNIME via the R scripting nodes to create an Amplicon Sequence Variant
(ASV) table. To create a taxonomic profile by grouping the sequence count and deriving the
percentage of each group of the chosen taxonomic rank. In the last step, we investigate the shift
in gut microbiome composition with the help of multiple interactive visualizations. Also here you
have the option to deploy the workflow to the WebPortal so that the domain expert can easily
interact with the data and results through a web page.

Variant Prioritization - Reproducible Workflow with Domain Expert Interaction

This story illustrates how to do a typical bioinformatics application in KNIME, variant
prioritization. The input data is a VCF file. We filter variants using the command line tools Bcftools
and VCFtools, and we display statistics about the data in an interactive view. We then predict
variant effects through a shared component using Ensembl’s Variant Effect Predictor (VEP) via
their REST API. We create an interactive view through which the domain expert can then filter and
manually annotate variants. With access to a KNIME Server, these interaction points can be made
available on the KNIME WebPortal. Lastly, final results are summarized including the intermediate
files, the final result file, and all commands used throughout the workflow.
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2.1 Analyzing Gene Expression Data with KNIME

By Jeany Prinz

Find the workflow(s) here: https://kni.me/w/vUgr-iyGudXur-1B

Express Yourself!

All individuals are unique and so are our data needs. From simple csv files to REST APIs to
Google’s BigQuery or using customized shared components, KNIME Analytics Platform offers
many ways to access and analyze your data. Today, we will demonstrate how to access all of
these aforementioned data sources through the use case of analyzing and annotating gene
expression data.

Gene Expression Analysis

Gene expression analysis is widely used in bioinformatics because it enables researchers to find
gene products with increased or decreased synthesis in individuals with e.g. particular diseases.
Gene expression is the process by which information from a gene is used in the synthesis of a
functional gene product.

As we learned in a previous blog article, Motifs and Mutations - The Logic of Sequence Logos,
DNA mutations yield different effects of varying impact. Some have no noticeable effect at all
and some can lead to severe diseases. As we also saw in that blog post, mutations that change
gene expression are often associated with harmful effects. Hence, analyzing gene expression
data directly is a straightforward way to find connections between genes and diseases.

Transcription

The first step in gene expression is called transcription, during which DNA is transcribed to RNA.
Advances in massively parallel sequencing enable the rapid sequencing of this RNA (RNA-Seq) in
a genome-wide manner in order to quantify the amount of synthesized gene product.

Clustering, Heatmap, Pathway Enrichment
Gene Details Analysis
Select Input Files Differential Expression > . - Query and Display Compounds
(positive and control) Read Data R Snippet View Results Gene Information for selected Targets
o
>
-—— r — |
° > B > g ’D Action required: Action required: >

Select Cluster of interest Select Pathway(s) of interest,

Differential gene expression  Action required:
analysis Select Genes of interest

Figure 28 Overview of workflow. Differentially expressed genes are discovered using R and then displayed in an
interactive view. Subsequently, genes are hierarchically clustered based on their expression pattern, and the results are
shown via a dendrogram alongside a heatmap. We then perform a pathway enrichment analysis and look for
compounds targeting the gene product of interest.
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In our use case today we:

e Analyze RNA-Seq data from tumors and matched normal tissue from three patients with
oral squamous cell carcinomas'

e Investigate all statistically significant over/under expressed genes and select interesting
ones by looking into their functional annotations.

e Using hierarchical clustering, we select a cluster of similarly expressed genes and
investigate their pathway enrichment.

e Search for compounds that target the gene products we picked.

As illustrated in Figure 28, the overall workflow, Gene Expression Analysis, which can be
downloaded from the KNIME Hub, consists of the following steps:

1. Input data

2. Find differentially expressed genes

3. View results of differential gene expression analysis
4. Clustering

5. Pathway enrichment

6. Display compounds targeting gene product of interest

The user can select the files containing RNA-Seq data for samples with and without a disease of
interest (positive and control, respectively). This data then gets used in the R Snippet to find
differentially expressed genes. The user can investigate those genes and select genes of interest
based on statistics from the gene expression analysis. We then cluster the genes based on similar
expression profiles and investigate their biological pathways. In the last step we search for
compounds targeting the selected gene products.

Input data

As mentioned in the previous section, today's example uses RNA-Seq data from normal and
tumor cells from patients with oral squamous cell carcinomas’. The standard procedure to
generate that data consists of the following steps: the RNA of the cells is reversely transcribed to
cDNA and then sequenced using massively parallel sequencing resulting in short sequenced
reads. Subsequently, these reads are mapped back to the reference genome to identify the genes
from which they originated. This results in a count for each position in a gene representing the
amount of gene product. In our data set, read counts for 10,542 genes were collected.
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Find differentially expressed genes

One of the strengths of KNIME Analytics Platform lies in its openness for other tools. This allows
you to easily harness the power of those tools such as R with all of its libraries. In our case today
we want to utilize a commonly used R library for differential expression analysis of RNA-seq
expression profiles: edgeR®. edgeR implements a range of statistical methods including likelihood
tests based on generalized linear models (GLM). GLMs are most commonly used to model binary
or count data which makes them perfectly suited to model the aforementioned read counts. GLMs
model a response by a linear function of explanatory variables and allow for constraints such as
a restriction on the range of the response Y or the variance of Y depending on the mean. Hence,
a generalized linear model is made up of three components: (1) a linear predictor, (2) a link
function that describes how the mean depends on the linear predictor and (3) a variance function
that describes how the variance depends on the mean [var(Yi) =@V(u), with ¢ being the dispersion
parameter].

Over/Under-expressed Genes
18
7 + RowiD logFC PValue FDR -log10(FDR)
ALOX12P2 3.268 5.6e-11 8.088e-9 8.002
CALMLS 3821 5.787e-14 2.653e-11 10.58
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LAMC2 3.825 1.672e-14 9.278e-12 11.03
’ MMP11 4.499 3.062e-14 1.614e-11 1079
MMP12 4.308 1.232e-11 2.207e-9 8.656

PTHLH 3.938 1.841e-21 9.704e-18 17.01
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s Shawing 1 to 10 of 13 entries (filtered from 10,542 total entries)
FDR <0.01 = FDR >=0.01

10gFC (FoldChange)

Figure 29 View of differentially expressed genes. A scatter plot of the fold change vs. the FDR and a table with details
of the result is shown. The user can select genes in the plot, the table, or filter by fold change using the range slider.

Therefore, in our R snippet, we use the read count data from tumor vs. normal tissue and estimate
the dispersion parameter. In the next step, we fit the generalized linear model and apply a
likelihood-ratio test. This results in a log fold-change (logFC) and a p-value for each gene. The
logFC describes how much a quantity changes between an original and a subsequent
measurement. In our case that means how much the read counts per gene differ between tumor
and normal cells. As we do this simultaneously for all 10,542 genes, we have to make sure to
apply a multiple testing correction*. We use the default method provided by edgeR, Benjamini-
Hochberg, which has the false discovery rate (FDR) as output.

As we are interested in the relative changes in expression levels between conditions, we do not
have to account for factors such as varying gene length. However, we have to account for
differing sequencing depth and RNA composition. Sequencing depth is adjusted in edgeR as part
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of the basic modeling procedure. To adjust for RNA composition effects, where highly expressed
genes can cause the remaining genes to be under-sampled in that sample, we use the function
calcNormFactors. In addition to the fold-change and the FDR for each gene, we extract the depth-
normalized read counts (counts-per-million) for each gene in our analysis.

View of differentially expressed genes

We now have statistics for 10,542 genes, so in the following steps we want to narrow down the
results to genes of interest. For that, we create an interactive composite view in which the user
can select genes for further analysis. As can be seen in Figure 29, we display the fold-change vs.
the FDR on a logarithmic scale in a scatter plot. The colors indicate if the FDR exceeds 0.01 or
not. In addition, we show an interactive table with details of the results (FDR, -log10(FDR), p-value,
gene name) and a range slider that allows the user to interactively filter for the logFC. We can
now, for example, extract only genes that are significantly upregulated in tumor cells by box
selecting the genes in the upper right corner of the scatter plot.
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Heatmap and Dendrogram
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Figure 30 View of heatmap with normalized read counts and dendrogram showing the hierarchical clustering of the
counts. The heatmap is sorted according to the clustering. This combination of the heatmap with the dendrogram can
be easily achieved using the shared component “Hierarchical Clustering and Heatmap”. Additionally, a table with more
detailed information is shown.

Clustering

Having narrowed down our search space, let's have a closer look into the biological processes
associated with these genes. Similar expression patterns of genes often point to a common
function®. To find those genes with similar expression patterns, we perform a hierarchical
clustering on the normalized read counts and display the results in a hierarchical cluster tree. For
this, we can use a shared component that can be found on the KNIME Hub, the component
Hierarchical Clustering and Heatmap. This component allows you to perform a hierarchical
clustering on numerical columns of your choice and to display a heatmap sorted according to the
clustering results. We combine this component with a table containing more detailed information
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about the genes (see Figure 30), allowing us to interactively identify and pick a cluster of interest.
In our case we select the one showing high (orange) values in tumor cells and low (blue) values
in the matched normal tissue. As we can learn from the details in the table of our composite view,
this cluster includes MMP11 (matrix metallopeptidase 11) which may play an important role in
the progression of epithelial malignancies, and COL4A6 (collagen type IV alpha 6 chain) which is
the major structural component of glomerular basement membranes.

To further investigate shared function of the selected genes we perform a pathway enrichment
analysis in the next step.

Pathway enrichment

A pathway consists of a set of genes related to a specific biological function. As genes are often
annotated to a lot of pathways, a pathway enrichment analysis allows us to find those pathways
that are enriched in the input set of genes more than would be expected by chance®. Pathway
enrichment analysis is, therefore, a widely used tool for gaining insight into the underlying biology
of differentially expressed genes, as it reduces complexity and has increased explanatory power’.

Again, we can use the KNIME Hub to easily drag and drop a shared component called Pathway
Enrichment Analysis. This component makes use of the Reactome Pathway Database, a resource
which is open-source, curated and peer-reviewed. It provides a pathway enrichment web service
which can be easily accessed by KNIME Analytics Platform. The component takes as input a set
of Ensembl gene IDs and automatically performs the pathway enrichment analysis, the results
can be seen in Figure 31. The pathways with the most significant enrichment are “Collagen chain
trimerization” and “Degradation of the extracellular matrix”. Both MMP11 and COL4A6 are part of
these two pathways. Indeed, collagen is an essential part of the extracellular matrix and
extracellular matrix interactions are known to be involved in the process of tumor invasion and
metastasis in oral squamous carcinoma®.

This further corroborates our hypothesis that these genes play an important role in oral squamous
cell carcinomas from our patients’ tumor cells.
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Figure 31 Pathway enrichment view. The pathways with the highest enrichment are “Collagen chain trimerization” and
“Degradation of the extracellular matrix”.

View compounds targeting gene product of interest

In this final step, we want to check if we can possibly interfere with the disease for which we did
our expression data analysis. For that, we look for compounds that target the selected gene
products. As we have seen in a previous blog article Interactive exploration and analysis of
scientific datasets using Google BigQuery and KNIME Analytics Platform, Google BigQuery offers
effortless access to public life sciences data. For this, you need to set up a BigQuery Account
first, you can find more details on how to do that in this blog article: Tutorial - Importing Bike Data
from GoogleBigquery.

In particular, we can easily query bioactivity data from the database ChEMBL using the KNIME
Google BigQuery Connector in combination with the KNIME Database nodes. For our query we
gather all human synonyms for the gene products of choice and extract compounds known to


https://www.knime.com/blog/interactive-exploration-and-analysis-of-scientific-datasets-using-google-bigquery-knime
https://www.knime.com/blog/interactive-exploration-and-analysis-of-scientific-datasets-using-google-bigquery-knime
https://cloud.google.com/bigquery/docs/introduction
https://www.knime.com/blog/tutorial-importing-data-from-google-bigquery
https://www.knime.com/blog/tutorial-importing-data-from-google-bigquery

target those. This allows us to retrieve information for all those compounds including the name,
the assay ID, the type of measurement (e.g. IC50 or Ki), and the structure as SMILEs string.

From the SMILES string we create images of the molecules and display them in a tile view. As
can be seen in Figure 32 we found only results for MMP11, Matrix metalloproteinase-11 also
known as Stromelysin-3. MMP11 is known to be involved in extracellular matrix breakdown in
normal physiological processes and has been implicated in promoting cancer development by
inhibiting apoptosis as well as enhancing migration and invasion of cancer cells®. Additionally, it
has been revealed that MMP-11 expression in oral squamous cell carcinoma samples can predict
the progression and the survival of oral squamous cell carcinoma patients'®. Moreover, MMP11
has recently been identified as potential therapeutic target in lung adenocarcinoma’’.

CHEMBL567893 CHEMBL447457 CHEMBL115774

PROTEIN_NAME: human Stromelysin-3 PROTEIN_NAME: human Stromelysin-3 PROTEIN_NAME: human Stromelysin-3
ASSAY_ID: CHEMBL 1041050 ASSAY_ID: CHEMBL1002954 ASSAY_ID: CHEMBL862790
NI_RELATION_CONCEPT: inhibits NI_RELATION_CONCEPT: inhibits NI_RELATION_CONCEPT: inhibits
NI_PROPERTY: IC50 NI_PROPERTY: Ki NI_PROPERTY: Ki

VALUE: 5000 VALUE: 0.23 VALUE: 5

Figure 32 Tile view with compounds targeting the gene product of interest. The ChEMBL ID for the ligand, the name of
the target, the assay ID, the action, the type of measurement, and its value are shown.

Summary

Today we learned how to perform a classic task in bioinformatics: differential gene expression
analysis for a disease of interest. We created an interactive view that allowed the user to select
significantly under/over expressed genes. From there we further narrowed that set of genes down
to genes with similar expression patterns and common function. In the last step, we searched for
compounds targeting the discovered gene products thereby offering the possibility to interfere
with the disease under investigation. We applied our workflow to data from normal and tumor
cells from patients with oral squamous cell carcinoma. Through our analysis we were able to
identify a gene that has been independently implicated as a therapeutic target for carcinomas.
Moreover, it has been shown that the expression of that gene can predict disease progression as
well as survival of oral squamous cell carcinoma patients. All this was facilitated by KNIME's
openness for other tools which enabled us to use our favourite R library, extract data from
Google’s BigQuery and use shared components to customize our analysis.
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All steps of the analysis can also be performed on the WebPortal through the interactive views of
the components.
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2.2 Gut Microbiome Analysis with KNIME Analytics

Platform
By Temesgen Dadi

Find the workflow(s) here: https://kni.me/w/07Mx7ZakjXbft540

Microbiomes living inside and on us produce essential enzymes, breakdown nutrients that our
body by itself couldn’t, train our immune system and are our first line of defense against
pathogens. Our health depends on them. This makes qualitative and quantitative analysis of
microbiomes an important undertaking. The first step of such analysis is to know which group of
microbes are living in a particular body site, such as our gut, and to estimate their respective
relative abundances. This step is known as taxonomic profiling.

In this blog, | present a step by step guide how to perform taxonomic profiling on microbial
communities using the 16S ribosomal RNA gene as a fingerprint. The data | picked is coming
from a study on the dynamics of the gut microbiome during the process of fecal transplant in 10
inflammatory bowel disease (IBD) patients. 16S-rRNA sequences were collected from fecal
samples of IBD patients and their donors at different time points of fecal transplant. | will be using
the KNIME Analytics Platform and its R-Integration for the whole process. The R-Integration of
KNIME allows me to use a domain specific program called DADA2 which is available only as an
R package. The blog showcases how to get data directly from the European Nucleotide Archive
via REST and FTP services, pre-process data, use an external R-package within KNIME Analytics
Platform, and visualize multiple microbiome composition with the purpose of comparing them.

Human Gut Microbiome

The human gut, irrespective of its health state, is home to approximately 109 bacteria and other
microorganisms which we collectively refer to as microbes. These microbes are of various sorts
and play a wide range of roles in keeping us healthy. But for this (them keeping us healthy and
we, well, providing for them) to work, there needs to be a particular composition of different types
(species) of microbes. Only then, we can get the essential nutrients just in the right amount, for
example. Not having a “good configuration” of the gut microbiome, in other words gut dysbiosis,
can cause diseases like Irritable Bowel Syndrome (IBS) and Inflammatory Bowel Disease (IBD)?*5.

Researchers have been looking at different treatment strategies to alter the microbiome
composition towards a state that promotes gut health. The strategies include probiotics,
prebiotics, symbiotics and antibiotics®®. While these strategies are still in need of formation to
become standard treatment, fecal transplant from a healthy donor to a patient with IBD is gaining
momentum as an alternative and blanket solution. The ultimate goal, here, is replacing the gut
microbial community of the patient with that of the healthy donor.
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To evaluate if the transplant worked or not, one needs to monitor the composition of the gut
microbial community before and after transplant. One way of doing that is to take environmental
samples, extract all the genetic material from the samples, perform DNA sequencing and use the
resulting data to infer

1. which types of organisms are in the sample and
2. what is the prevalence of each type

This is done by using the subtle differences in nucleotide sequences among genomes/genes of
different bacterial species. In this blog post, | will focus on using a particular gene, namely the
16S ribosomal RNA gene, for this purpose.

The 16S ribosomal RNA (16S rRNA) gene

The 16S rRNA gene has the advantage of being highly conserved across almost all prokaryotic
species, which facilitates designing primers that can bind to a specific region within the gene 3.
The primers are used to selectively perform PCR (Polymerase chain reaction) which produces
multiple copies of (parts of) 16S-gene. The resulting sequences are called amplicon sequences.
The 16S gene also contains hypervariable regions that can be used as fingerprints to identify the
types of bacteria. These variable regions are numbered V1-V9 and have a well-defined locus
within the stretch of the gene. In order to identify microbial species/groups, one can use either
the entire length of the 16S gene spanning all the variable regions, or part of the 16S gene covering
two or three hypervariable regions.

0 400 800 1200 1600
Vi V2 V3 Vi V5 V6 V7 V8 V9

Conserved regions
Hypervariable regions

Figure 33 Regions of 16s rRNA genes. The grey regions indicate hypervariable regions that can be used as
fingerprints to identify the types of bacteria.

A KNIME Workflow for Gut Microbiome Analysis of IBD

Patients from 16S sequencing data

In this blog post, | present a KNIME workflow created to analyze 16S-rRNA data obtained from
the gut of 10 IBD patients at different time points while they undergo fecal transplants. The overall
goal is to understand the shift in gut microbiome composition with the help of multiple
visualizations.

The workflow uses the DADA2 R package by Callahan et al. 1 to determine the microbial
composition from the 16S sequences. This is done via the R-Integration of KNIME which allows
usage of such domain specific applications available as R packages with minimal effort. Such
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packages are focused on solving a particular scientific problem and are results of months of
research and being able to use them directly in a KNIME workflow is just great.

A system wide installation of the DADA2 R package is needed for the workflow to work.
Installation instructions can be found here. The main result of DADA2 is a table containing a list
of unique amplicon sequences called Amplicon Sequence Variants (ASV) and their count. In the
workflow, this result will go through further analysis steps using KNIME Analytics Platform to
have a dashboard of visualizations of taxonomic profiles across patients and timepoints.

Download FASTQ Compare Taxonomic
files from ENA Run DADAZ2 Routine Profiles
N > > » >

A series of R nodes matching Visualise taxonomic profiles
DADA2 pipeline steps to Generate Taxonomic across patients and timepoints
generate ASV table. Profiles

Prepare Essential » X

Variables
> u Microbial
Generate taxonomic profiles from Composition

amplicon sequence variant (ASV) tables.
>
Taxonomic rank can be selected.
General overview of gut

microbial composition
healthy vs sick

Figure 34 A KNIME workflow for gut microbiome analysis of IBD patients from 16S sequencing data. It can be accessed
and downloaded from the KNIME Hub

In short the workflow does the following:

1. Downloads 16S amplicon sequencing files (FASTQ format) from European Nucleotide
Archive (ENA)

2. Uses the R package DADA2 to quality check the sequences and create an amplicon

sequence variant table and assign them to a group of bacteria

Create taxonomic profile at a desired taxonomic rank

4. Visualize the results to demonstrate the change in the composition of gut microbiota of
each patients

w

Let us dive into each step of the workflow and explain the main ideas behind each
part/component of the workflow.

1. Download FASTQ sequences from ENA

The first thing to do is getting the DNA sequencing data from European Nucleotide Archive (ENA)
where it is publicly available under project identifier PRJIDB4959. More metadata about the
project can be accessed here. | used the “Download FASTQ files from ENA" component available
from the KNIME Hub to easily retrieve our example dataset from the source. The dataset contains
a total of 40 FASTQ files representing 10 donors and 10 patients at 3 different time points after
going through fecal microbiota transplantation. In each FASTQ file there are thousands of short
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DNA sequences (sequencing reads) obtained via amplicon sequencing. The component outputs
a table that contains the path to the sequence files of each sample that are downloaded and
stored locally.

[ NON | Downloaded Files - 0:0 - Download FASTQ files from ENA
File Hilite Mavigation View

Spec - Columns: 4 Properties Flow Variables

Row ID wa Source URI wri LRI
I RowD  URL ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065904.fastq.gz; EXT: gz
I Rowl  URL ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR0O65905.fastq.gz; EXT: gz
I Row2  URI: ftp://ftp.sra.ebi.ac... URL: file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065906.fastg.gz; EXT: gz
I Row3 URI: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDBE4959/DRRO65907 fastg.gz; EXT: gz
I Rowd  URL: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065908.fastq.gz; EXT: gz
I RowS  URI: ftp://ftp.sra.ebi.ac... URL: file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065909.fastq.gz; EXT: gz
I Row6t  URI: ftp://ftp.sra.ebi.ac... URL: file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065910.fastq.gz; EXT: gz
I Row?  URL: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR0O65911.fastg.gz; EXT: gz
I Row8  URL: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065912 . fastq.gz; EXT: gz
I Row9  URI: ftp://ftp.sra.ebi.ac... URL: file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065913.fastg.gz; EXT: gz
I RowlD URI: fip://ftp.sra.ebi.ac... URL: file:/Users/dadi/dev/knime-workspace/data/PRJDE4959/DRR0O65914 fastg.gz; EXT: gz
I Rowll URI: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065915.fastg.gz; EXT: gz
I Rowl2 URI: ftp://ftp.sra.ebi.ac... URL: file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065916.fastg.gz; EXT: gz
I Rowl3 URI: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065917.fastg.gz; EXT: gz
I Rowld URL: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime-workspace/data/PRJDB4959/DRR065918.fastq.gz; EXT: gz
I RowlS URI: ftp://ftp.sra.ebi.ac... URL file:/Users/dadi/dev/knime- workspar_e;datafPRJDB4959,fDRRDE~5919 fastg.gz; EXT: gz
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Figure 35 The output of “Download FASTQ sequences” component showing a partial list of sequences downloaded
from EBI.

2. Create an Amplicon Sequence Variant (ASV) table

Since | have our sequencing reads of each sample as individual FASTQ files, | can now go ahead
and start the analysis with DADA2. A typical DADA2 pipeline starts by inspecting the quality
profiles of the input sequencing reads. The results are then used as a guide to perform error
correction on the original sequences to account for sequencing errors. Then sequences are
truncated at a length where the quality drops for the majority of the sequences. The details on
how exactly this is done can be found in the DADA2 paper (Callahan et al.) and | leave that to the
interested reader. The error correction is followed by a series of R Scripting nodes matching each
stage of the DADA2 pipeline. Each node mostly performs a singular task by calling a DADA2
routine/function. Figure 36 shows an example code snippet inside the R to R node that filter
sequences.
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R Script

1# check quality dist to get filtering params

2 # plotQualityProfile(fwd_fastg_paths[1:4])

- |

I out filterAndTrim( fwd-Twd_fastg_paths, filt-fwd_filt_fastqg_paths,

5 truncLen 348, trimlLeft B, maxEE = 2, truncQ = 2,

B compress=TRUE, verbose=TRUE, multithread=TRUE) # On Windows set multithread=FALSE

Figure 36 An example R code snippet that filters and trims sequences.

It is of course possible to use just a single R to R node with the combined R source code instead
of a series of nodes. But, | think the later representation makes both understanding and
maintaining the pipeline easier.

R Source
Cumponlm;put (Wo.rlmpm] Add Table To R RToR RToR RToR RToR RToR
R R R R R R
» ﬁ > +0 R 4R 4R 4R 4R
creata DADAZ DADAZ DADAZ DADAZ DADAZ DADAZ
directories import sequences filter sequences Learn the run dada routine  Construct sequence table Remove chimeras
eror rates
R to Tabla
Bz >
RToR
RToR Format “I'::"‘z Component Output
R ° Taxonomic 8
4R = Asgignment » >
>
wR »>
DADAZ
get inio DADAZ R to Table
get taxonomy R
Hillg
ASV Count
Table
R to Table RowiD Column Renama Column Rasorter Table View
3
RE » sl o P > 5> >E
read count tracking
Tabla

Figure 37 DADAZ2 pipeline represented by a series of KNIME R Scripting nodes.

The pipeline can be summarized into 5 steps.

1. Sequences below a certain threshold length and quality are filtered out

2. By looking at the error profile, noisy sequences are filtered out. Here probabilistic error
correction is done to account for nucleotide differences that are artifacts of the
sequencing process.

3. Atable of ASVs and their frequency in each sample is generated.
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4. Chimeric sequences are removed. Chimeric sequences are sequences that do not exist
naturally but created by a faulty PCR process in which sequences from two different
origins are artificially concatenated.

5. After getting the ASV count table, the next step is to decode each ASV into a (group of)
bacteria/taxa known to be associated with it. | will use a database curated and provided
by the authors of DADA2. The database contains a list of known amplicon sequences and
the taxa they belong to. Ambiguous sequences are assigned to a more generic taxa. For
example, 16S sequences that are equally similar between that of species_1 and species_2
will be assigned to a group that covers both species. In this process a given ASV can be
assigned to a single bacterial species or at a higher level of taxonomy such as genus or
family. This is dependent on the specificity of the ASV.
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At the end | will have two tables:

a) An ASV table where different variants of 16S sequence fragments are represented as rows and
samples are represented by columns. The values in the table represent how often a sequence
(row) is observed in a sample (column) (Figure 38).

® @ Data Output - 0:1054:0:857 - R to Table (ASV Count)
File Hilite Navigation View
Spec - Columns: 40  Properties  Flow Variables
Row ID [1]DRRO65904 |[1|DRRO65905 |[I|DRRO65906 |[I|DRRO65907  |[1]C

B AGGGTTTGATTATGGCTCAGGATGAACGCTGGC... 0 ] 88 104 79
B AGGGTTTGATTCTGGCTCAGGATGAACGCTGGC... 92 26 65 0 0
B AGCGTTTGATTCTGGCTCAGGATGAACGCTGGC... 74 ] 0 0 ]
. AGGGTTTGATTATCGCTCAGGATCGAACGCTGGC... O 0 0 0 0
. AGGGTTTGATTCTCGCTCAGGATGAACGCTGGL... 72 0 0 0 125
. AGGCTTTCGATTCTCGCTCAGGATCAACGCTGGC... 142 0 52 0 0
. AGGCTTTCGATTATCGCTCAGCATCAACGCTGGLC.., 51 30 51 61 0
. AGGCTTTCGATTCTOGCTCAGCATCAACGCTGGC... O 65 45 0 107
. AGGCTTTCATTATCGCTCAGCACCAACGCTGGC... O 0 0 0 0
B AGGGTTTGATTCTGGCTCAGGATGAACGCTGGC... 117 ] 63 0 0
B AGGGTTTGATTATGGCTCAGGATGAACGCTGGC... 0 38 90 78 37
B AGCGTTTGATTCTGGCTCAGGATGAACGCTGGC... D ] 68 0 ]
. AGGGTTTGATCATCGCTCAGGATGAACGCTGGL... 49 0 0 0 0
. AGGGTTTGATTCTGGCTCAGGATGAACGCTGGC... 0 0 0 0 0
! AGGCGTTTCGATTATCGCTCAGGATCAACGCTGGC... 0 0 0 0 0

Figure 38 ASV count table. Values in the table show the frequencies of each amplicon sequence variant (rows) in
different samples (columns).

b) The assignment of individual ASVs to a taxonomic entry (Figure 39).

ecCe Port 1 - 0:1054:0:1022 - Format DADAZ2 Results
File Hilite Navigation View
Spec - Columns: 49  Properties  Flow Variables
Row ID s [Kifigdiy][S | Phylum  [[S] Class [s] Order [s] Family [s]Genus [8]Species |[s]Asv

B c0a03be6... Bacteria Actinobacteria Actinobacteria Bifidobacteriales Bifidobacteriaceae Bifidobacterium 7 AGGGTTI
B 7d4b72ee... Bacteria Actinobacteria Actinobacteria Bifidobacteriales Bifidobacteriaceae Bifidobacterium 7 AGGGTTI
B cdcdoc41f... Bacteria Actinobacteria Actinobacteria Bifidobacteriales Bifidobacteriaceae Bifidobacterium 7 AGGGTTI
.?d193951k.. Bacteria Firmicutes Clostridia Clostridiales Lachnospiraceae  Anaerostipes 7 AGGGTTI
B c1a02a8c3... Bacteria Firmicutes Clostridia Clostridiales Lachnospiraceae  Blautia ? AGGGTTI
B ec61a20cd... Bacteria Firmicutes Clostridia Clostridiales Lachnospiraceae 7 ? AGGGTTI
B c4a4a670... Bacteria Actinobacteria Actinobacteria Bifidobacteriales Bifidobacteriaceae Bifidobacterium 7 AGGGTTI
B bibs2e94... Bacteria Actinobacteria Actinobacteria Bifidobacteriales Bifidobacteriaceae Bifidobacterium 7 AGGGTTI
.d5083334k.. Bacteria Firmicutes Clostridia Clostridiales Clostridiaceae_1  Clostridium_s... 7 AGGGTTI
B d4fs2722f... Bacteria Actinobacteria Actinobacteria Bifidobacteriales Bifidobacteriaceae Bifidobacterium 7 AGGGTTI
B f4486503... Bacteria Actinobacteria Actinobacteria Bifidobacteriales Bifidobacteriaceae Bifidobacterium 7 AGGGTTI
.055 13dce... Bacteria Firmicutes Clostridia Clostridiales Lachnospiraceae Anaerostipes 7 AGGCTTI
B adf38d51c... Bacteria Firmicutes Clostridia Clostridiales Lachnospiraceae 7 ? AGGGTTI
!b9251989... Bacteria Firmicutes Clostridia Clostridiales Lachnospiraceae Elautia ? AGGCTTI

Figure 39 Assignment of individual ASVs to a taxonomic entry.

Quality control

Before proceeding into joining tables, aggregating and visualizing the results, one needs to check
how many of the original sequencing reads made it through each stage of the analysis per
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sample. There is a dedicated functionality of the DADA2 package for this purpose. | exposed the
result through the Table View node, where the number of sequencing reads that were available
originally and how many of them passed different filtration steps are shown. One should look out
for an unreasonable reduction of read count, as that could mean a bad sample or wrong
combination of parameters in the pipeline.

@ [ ] JavaScript Table View
DADA 2 Analysis stat
Show 10 ¢ entries Search:
SamplelD Original No. of Reads After Filteration After Denoising After Chimeras Removed
DRRO65204 3000 2607 2432 2376
DRRO65905 3000 2393 2260 1989
DRR0O65906 3000 2529 2280 2123
DRRO65207 3000 2367 2230 1979
DRRO65208 3000 2520 2375 2257
DRRO65209 3000 2655 2462 2288
DRRO65210 3000 2355 2058 1979
DRRO65911 3000 24239 2175 2012
DRR065912 3000 2382 2112 1868
DRR0O65913 3000 2625 2441 2262
Showing 1 to 10 of 40 entries Previous n 2 3 4 Mext

Figure 40 Sequencing read statistics. The quality looks good, as there is no unreasonable reduction of read count.

The table containing the analysis statistics looks just fine. Starting from 3000 sequencing reads
| ended up with 2376, 1989, and 2123 reads. For the second row the chimera removal step took
away about 300 reads which is quite higher compared to the other two displayed here. Chimeric
sequences are simply sequences that do not exist naturally but created by a faulty PCR process
in which sequences from two different origins are artificially concatenated.

3. Create taxonomic profile at a desired taxonomic rank

Depending on the level granularity required or for the purpose of finding more fitting patterns
among samples or sample groups it is important to produce taxonomic profiles at different
relative levels of grouping (taxonomic ranks). In the workflow, it is possible to select among 7
different ranks. The ranks are Kingdom, Phylum, Class, Order, Family, Genus and Species from
generic to specific. Selecting the rank is usually done by looking at the taxonomic assignment
and the most specific rank with not too many missing values in the corresponding column is
chosen. In our example, this is either genus or family. The counts of sequences will be grouped
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by the chosen rank and relative abundance is calculated to show the percentage of each group
of that taxonomic rank.

[ ) [ ) taxonomic profile - 0:1053 - Generate Taxonomic Profiles
File Hilite Navigation View

Spec - Columns: 46  Properties Flow Variables
Row ID [S]Kingd... |[S]Phylum |[S|Class |[S|Order |[s|Family |[D] DRRO... [[D]DRRO... |[D] DRRO... |[D] DRRO... |[D] DF

.Lachnospir... Bacteria Firmicutes Clostridia  Clostridiales Lachnospiraceae 47.559 31.222 24.447 21.475 49.00

. Bifidobacte... Bacteria Actinobact... Actinobact... Bifidobact... Bifidobacteriac... 17.635 13.876 30.24 16.675 25.47
. Ruminococ... Bacteria Firmicutes Clostridia  Clostridiales Ruminococcace... 17.466 2.011 26.189 10.965 17.63
. Bacteroidac... Bacteria Bacteroid... Bacteroidia Bacteroida... Bacteroidaceae 6.439 28.054 11.776 22.991 1.817
. Streptococc... Bacteria Firmicutes  Bacilli Lactobacill... Streptococcaceae 5.85 0.905 0.188 1.011 1.861
.Erysipelotri... Bacteria Firmicutes  Erysipelot... Erysipelotr... Erysipelotricha... 1.936 2.413 1.319 2.527 1.152
. Enterobact... Bacteria Proteobac... Gammapr... Enterobact... Enterobacteria... 0 0.553 0 2.425 0
. Coriobacter... Bacteria Actinobact... Actinobact... Coriobacte... Coriobacteriac... 0 0 0 0 1.949
. Prevotellac... Bacteria Bacteroid... Bacteroidia Bacteroida... Prevotellaceae 0 0 0 0 0
. Lactobacilla... Bacteria Firmicutes  Bacilli Lactobacill... Lactobacillaceae 0 3.318 0.565 0.606 0
.Acidaminoc... Bacteria Firmicutes  Negativicu... Selenomon... Acidaminococc... 0 6.787 0.471 16.069 0
. Porphyrom... Bacteria Bacteroid... Bacteroidia Bacteroida... Porphyromona... 1.263 0 0 0.606 0.576
.Enterococc... Bacteria Firmicutes  Bacilli Lactobacill... Enterococcaceae 0 3.67 0 3.537 0
. Veillonellac... Bacteria Firmicutes Negativicu... Selenomon... Veillonellaceae 1.178 1.659 2.073 0 0
. Clostridiace... Bacteria Firmicutes Clostridia  Clostridiales Clostridiaceae_1 0 0 0 0 0
.Sutterellace... Bacteria Proteobac... Betaprote... Burkholde... Sutterellaceae 0.463 5.229 0.942 1.011 0.354

Figure 41 Relative abundance table at family level of the taxonomy.

4. Visualize the results

It is natural to ask which types of Bacteria are found in a human gut. Using an interactive sunburst
chart, | can visualise which group of bacteria are common and their prevalence in the human gut
(see Figure 42). The charts represent aggregated/averaged relative abundance of bacterial
groups at different taxonomic levels from healthy donors (left) and IBD patients before a fecal
transplant (right). Clicking on each portion of the charts displays the actual of sequences that are
tied to the selected group and their count in a table view.

A simple BLAST of the sequences on NCBI can verify the sanity of the method by checking if the
sequences are actually related to the group they are assigned to by the pipeline.

The commensal (more common) bacterial families are Lachnospiraceae, Bifidobacteriaceae,
Ruminococcaceae and Bacteroidaceae. In general, these groups are higher in abundance in the
healthy patients. If we take the currently selected group Lachnospiraceae for example, it is higher
in the donors than in patients. These observations are in-line with literature which suggests that
IBD patients are characterized by a lower abundance of Bacteroidetes and Lachnospiraceae
compared to healthy controls®.

The final step of our workflow produces a JavaScript visualization whereby the shift in microbial
composition of individual patients is represented as a dashboard of stacked bar plots. The right
most stacked bar is always the microbial composition of the donor’s gut, whereas the other three
bars to the right represent the gut microbiome of the receiver at different time points.
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Avg. Microbial Composition (Donors) Avg. Microbial Composition (Patients) 3

the prevallence of individual taxa averaged accross each sample the prevallence of individual taxa averaged accross each sample

- Firmicutes - Clostridiales Lachnospiraceae 34.5% - Firmicutes - Clostridiales Lachnospiraceae 28.5%

.)

Amplicon Sequence Variants (ASV)

... of the selected taxonomic group

Search:

w Family ASVCount ASV
# Lachnospiraceae 319 [AGAG GATCATGGCTCAGGATGAACGCTGGCGGCGTGCCTAACACATGCAAGTCGAACGAAGCACTTTCTTTAGATTCTTCGGATGAAGAAGACT!

AGAGTTTGATCATGGCTCAGGATGAACGCTGGCGGCGTGCTTAACACATGCAAGTCGAACGAAACACCTTATTTGA CTTCGGAACTGAAGATTT(
AGAGTTTGATCATGGCTCAGGATGAACGCTGGCGGCGTGCTTAACACATGCAAGTCGAACGGGAAATATTTCATTGAGACTTCGGTGGATTTGATCTA

AP AATTT A ATAATACATA AN AT A A A ATAAACAACTACTTA AR ACATAAAACTAC A AAAAAA AR ATTTTATAC A ATTACATAR AR ATARATTE

Figure 42 Sunburst charts showing the average composition of the gut microbiome in healthy donors (left) and IBD
patients before transplant (right). Selecting a group will show the corresponding sequences representing that group of
bacteria in the samples.

First of all, it is interesting to note that the composition of gut microbiomes differ among
individuals. This is true even in the healthy donors. Secondly, the patients’ gut microbiomes
showed some changes towards those of the donors’, although in some cases, these changes
didn’t persist overtime for all patients. For example, the bacterial family Ruminococcaceae
(Orange) was present in high abundance in the donor's gut but not so in patient A. But after a
week from the transplant it also became as abundant in the patient. Similarly, in patient D the
proportion of the bacterial families Streptococcaceae (green) and Enterobacteriaceae (red) were
absent in the beginning. But after a week from the transplant these groups of bacteria cover a
large proportion of the patient’s gut microbiome, as they did in the patient's respective donor.

Let us take a closer look at patient H. From the bar plot it is clear that in the beginning patient H
has close to zero Bifidobacteriaceae family in his gut. On the contrary the Donor has an
abundance of the same family of bacteria. After the fecal transplant it can be seen that the
abundance of this group of bacteria increased significantly. And it is known from literature [6,7]
that probiotics rich in Bifidobacteria are successfully used in treating patients with inflammatory
bowel diseases.
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Figure 43 A dashboard of visualizations of taxonomic profiles across 10 patients + their donors (A-J) through different
timepoints.
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Figure 44 A closer look at the taxonomic profiles of patient J and his/her donor
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Side Note

| can not confirm if the patient's health has improved due to the fecal transplant since | don't have
the full treatment data available. | only have the sequencing data with the patient ID and time
points at our disposal. It is also unclear if these positive changes are long lasting as the study is
limited to 8-12 weeks. | am also fully aware that this is not even close to enough for making
scientific conclusions. The focus here is to demonstrate how a KNIME workflow can be
developed and used to assist a comparative study of microbial communities at different time
points.

Summary

We have created a KNIME workflow that retrieves sequencing data from public repositories,
analyses them, and creates useful visualisations to investigate the changes in microbial
composition of patients' gut. We have learned how we can use 16S rRNA amplicon sequences
for characterisation of microbial communities in KNIME Analytics Platform. Most importantly, we
showed how we can integrate complex and domain specific external R packages in KNIME to
create workflows that are transparent and easy to understand but yet powerful enough to get the
job done.

The workflow can be used for analysing microbial communities from any other sources. The use
cases could range from soil microbiome analysis to monitor the fertility of a soil to environmental
bioremediation where microorganisms are used to clean up environmental messes such as oil
spills.
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2.3 Variant Prioritization - Reproducible Workflow

with Domain Expert Interaction
By Jeany Prinz

Find the workflow(s) here: https://kni.me/w/xpPi0YzQ9jwpUC8N

One of the main features of KNIME Analytics Platform is the capability to build reproducible
workflows where it is easy to understand what is going on even if you have not created the
workflow yourself or if you have not looked at it for some time. This facilitates sharing your work
or running an analysis with different data sets multiple times with only one click. As a
bioinformatician, | often use different command line tools with particular parameters in a
particular sequence. Using KNIME, | can easily create a pipeline of those tools which not only
saves me a lot of time, it also ensures quality, as | can simply look at the workflow and verify that
| used the correct parameters. Additionally, | can combine this with other built-in functionality in
KNIME such as creating interactive visualizations to investigate the results.

With access to KNIME Server, the possibilities expand even further. | can make the results of my
analysis - with interactive interaction points - available to the domain expert via the KNIME
WebPortal. That domain expert, in turn, needs not to know anything about KNIME or the processes
running under the hood. She or he can simply interact with the data through web pages.

We will create a reproducible workflow for a typical bioinformatics application: variant
prioritization. For that, we will combine classic command line tools with built-in functionality in
KNIME Analytics Platform including shared components, REST Services, and interactive
visualizations. Moreover, we will make the results available for interactive investigation as a Web
Application via the KNIME WebPortal.

Variant Prioritization

A variant refers to a specific region of the genome that differs between two genomes. This can
either be a single base, or even big chunks of thousands of bases (insertions/deletions).
Analyzing and interpreting those variants can lead to improved patient care, surveillance, and
treatment outcomes’. As we have demonstrated in previous blog posts about Sequence Motifs
and Mutations and Gene Expression Data Analysis (see chapter 2.1), this variation yields different
effects of varying impact. Some lead to no observable effect while others can cause severe
genetic diseases. Finding disease-causal variants among large numbers of variants in a human
genome remains a major challenge in next-generation sequencing data analysis. Because of the
complexity, Cooper (2011) refers to this as a search for "needles in stacks of needles". Filtering
and annotating the variants from such experiments is an important step towards understanding
the functional consequences of variants.
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One of the most frequently used formats to store variant information is the Variant Call Format
(VCF). The VCF format is specifically designed to store complex genetic variation data in an
efficient and concise way. Due to its condensed structure, mining those files is not a
straightforward task, and there are several command line tools for filtering and querying
information in VCF files such as VCFtools® and BCFftools. Moreover, tools such as the Variant
Effect Predictor (VEP)* are used for annotation and prioritization of genomic variants.

The VCF file® we are using today is based on data from the 1000 genomes project, to which we
additionally added a known mutation in the HBB gene leading to a recessive disease. Our ultimate
goal is to distinguish disease-causal variants from non-causal ones in our VCF file. The variant
prioritization procedure requires biological/biomedical reasoning, and biologists and clinicians
are increasingly motivated to handle the task themselves®. Therefore, we make the results
available as an easily accessible web application through the KNIME WebPortal where the domain
expert can interact with the data and further annotate the results.

Variant Prioritization Workflow

With KNIME Analytics Platform, it is very easy to combine different tools and sources of
information. Today, we combine classic command line tools with built-in functionalities in KNIME
Analytics Platform including shared components and interactive visualizations in one
reproducible workflow.

The Reproducible Variant Prioritization workflow (Figure 45) consists of three main steps:
1. Filter Variants using the command line tools Bcftools and VCFtools

2. Predict Variant Effects through a shared component using Ensembl’s Variant Effect
Predictor (VEP) via their REST API

3. Create an interactive view through which the domain expert can then filter and manually
annotate variants

Input vcf file Use tabix to index vcf file and vcftools and Use Ensembl Rest API to: Summarize results
bcftools to compute statistics - map coordinates from assembly GRCh37 to GRCh38 if
needed
- annotate resulting variants using VEP
Select Annotated

Input Comandline tools View Stats Ensembl Rest API Variants Result Summary
— - »

Filter variants by
quality or location

\AAA

Figure 45 Reproducible workflow for variant prioritization with domain expert interaction. First, the data is filtered using
common command line tools, and statistics about the data are displayed in an interactive view. Effects of the variants
are subsequently predicted using Ensembl’s REST API, and results are made available to the domain expert for review
and selection. Lastly, final results are summarized including the intermediate files, the final result file, and all
commands used throughout the workflow. Download this workflow from the KNIME Hub here.
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Using the KNIME WebPortal, the results of each step can be easily accessed through web pages.
The domain expert can interact with the data without having to worry about the tools under the
hood. Furthermore, classic bioinformatics command line tools typically run on a Linux
environment and through the KNIME WebPortal one can easily access the workflow from
Windows.

With KNIME Server 4.11.0, we redesigned the WebPortal frontend with a focus on user interface
and user experience. In the following we will use the new WebPortal to make our workflow
accessible to the user with domain expertise but not necessarily knowledge of command lines or
KNIME.

We start with a VCF file that the user uploads. The user also has to specify the output directory
and a prefix for the result files. When running the workflow on your local Linux machine, the output
directory is a local path. When running it on the Server, it should point to a directory on the Server.
All results (intermediate and final) will be stored in the specified directory and start with the given
prefix. In addition, the user should select the assembly that was used to create the data from a
drop-down menu. Finally, the user must decide if Insertions/Deletions (Indels) and heterozygous
variants should be removed. For many use cases, it is good practice to analyze Indels separately.
Heterozygous variants can be removed if we are investigating, for example, a recessive genetic
disorder. In our case, the data is based on coordinates from the GRCh37 assembly version and
we remove Indels and heterozygous variants.

These inputs are then used to create command line commands, which are utilized to compute
statistics of the data and to filter it by different criteria in the following steps:

1.  To enhance performance, we use bgzip and tabix to compress and index data

2. We use BCFtools to compute basic statistics about the data including the number of
heterozygous and homozygous variants.

3.  Depending on the user input we filter the data in two steps:

e We keep only variants that are homozygous using BCFtools if that option was
selected in the beginning.

o |If selected by the user, we remove Insertions/Deletions (Indels) using VCFtools.

4.  We use VCFtools to extract the Phred quality scores. The Phred Score is logarithmically
related to the base-calling error probabilities. For example, if Phred assigns a quality
score of 30 to a base, the chances that this base is called incorrectly are 1 in 1000.

The specific commands used are also summarized in the last step of the workflow (see Figure
45). In order to run the workflow, you need to install the relevant command line tools.

We display the results in an interactive view, as can be found in Figure 46. The user can see the
number of homozygous and heterozygous variants for the sample under investigation in the table
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view. In the parallel coordinates plot, one can select a region of interest and exclude/include
variants based on their quality. Making a selection based on domain expertise will also decrease
the runtime of the next step, which can take a while as there are REST calls involved. If an error
occurs in the command line tools, we display those at the bottom of the interactive view.

Life Science Company

[ Home > [ Users > [ knimeadmin > [ Variant Annotation > ©{ Variant annotation and filtering > () Variant annotation and filtering 2020-11-24 12.05.17

Summary view of variants in the data

Number of homozygous/heterozygous mutations per sample are shown. Statistics were computed using bcftools.
Afterwards, heterozygous variants and Indels were removed with bcftools and vcftools, respectively.

Xz
Show 10 v entries Search:
sample Nr. Homozygous Nr. Heterozygous
NA12878 6951 12197
Showing 1 to 1 of 1 entries Previous Next
Parallel Coordinates Plot ElHIE
Selected variants will be annotated using Ensembl Rest AP in the next step.
Reference Allele Sample Chromosome QUAL_binned
A
[+
G
T
X

Error messages

Figure 46 WebPortal view of variants in the data. The sample ID and the number of homozygous and heterozygous
variants are displayed in a table. In the parallel coordinates plot, the reference allele, the sample, and the deviating
allele, the region and the binned quality score are shown. The colors indicate the binned quality score. The user can
select a region of interest and exclude/include variants based on their quality.
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As mentioned above, variants yield different effects of varying impact. Variants that alter the
amino acid sequence for which they encode or variants located in regulatory regions often have
a stronger impact than variants that reside, for example, in intergenic regions. Those differences
can be used to predict the influence of a variant. In the next step, we do exactly this with the
Variant Effect Predictor (VEP) from Ensembl. Instead of using the command line, we now retrieve
information from Ensembl’s REST API. In particular, we employ two GET Requests in order to:

Convert coordinates from one assembly to another

Converting coordinates from one genome assembly version to another is a common task in
bioinformatics. In our example, our initial VCF is based on coordinates from the GRCh37
assembly version. However, the current version that we want to use in the next step is GRCh38.
Hence, we created a shared verified component based on Ensembl’s REST API that converts the
coordinates between different assembly versions of the human genome. The component can be
accessed via the KNIME Hub.

Retrieve variant annotations from Variant Effect Predictor (VEP)

We determine the effect of genetic variants using Ensembl's Variant Effect Predictor (VEP). To
make this functionality easily accessible, we created a verified shared component, you can find it
on the KNIME Hub.

The retrieved annotations include the most severe predicted effect of the variant (most severe
consequence), which we display in an interactive table view (see Figure 48). Those consequences
are calculated per transcript, so we include the transcript information as well. We complete the
created view by adding an explanatory image describing the different consequences (Figure 47):

5 s 3
* regulatory region * 5 prime UTR + splice donor » splice region * 3 prime UTR
*+ TF binding site + initiator codon * splice acceptor * intron
* downstream
* intergenic * SYNONYMous + stop lost
* upstream + missense + stop retained
+ inframe insertion * incomplete terminal codon

* inframe deletion

* stop gained

+ frameshift

* coding sequence variant

+ transcript/regulatory region /TF
binding site ablation

+ mature miRNA

* NMD transcript

* non-coding exon [ transcript

Figure 47 Explanatory Image of Variant Consequences. This image is taken from Ensembl and illustrates the various
impacts of variants depending on where they occur in the genome. The terms used are based on the Sequence Ontology
(SO) for the variation consequences.

Additionally, we extract the allele frequency in the 1000 genomes project from the Ensembl REST
API. The minor allele is the less common allele for a single nucleotide polymorphism (SNP), the
frequency gives you an idea of how common a SNP is. Filtering for this frequency is motivated by
the fact that common variants are less likely to be disease-causal. Therefore, we introduce a
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range slider which enables the user to interactively filter by minor allele frequency in the 1000
genomes project.

Furthermore, a recent project analyzed 125,748 exomes and 15,708 genomes from human
sequencing studies and aggregated the data into the Genome Aggregation Database (gnomAD)’.
We add an additional range slider where the user can filter for the frequencies in this data set as
well.
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Ensembl REST API

Results from the Ensembl REST API Web service extracting Ensembl data and annotations of the Ensembl Variant Effect Predictor VEP.

Select variants to be exported into result file

EFIE
Show 10 ~ entries Search:
minor allele
gene frequency most severe sift
Reference symbol 1000Genomes consequence score
Sample Allele Chromosome start GRCh37 start GRCh338 gnomad transcript_id
NA12878=TIT C 1 152186099 152213623 HRNR 0.02 missense_variant  0.04 0.02 ENST00000368801
NA12878=A/A T n 5248232 5227002 HBE 0.03 missense_variant 0 0.01 ENST00000335295
NA12878=A/A T 1 5248232 5227002 HBB 0.03 missense_variant 0 0.01 ENST00000380315
NA12878=AIA T 1n 5248232 5227002 AC104389.1 0.03 missense_variant 0 0.01 ENST00000408104
NA12878=A/A T n 5248232 5227002 HBE 0.03 missense_variant 0 0 ENST00000475226
NA12878=A/A T 1n 5248232 5227002 HBB 0.03 missense_variant 0 0.01 ENST00000485743
NAl12878=C/C T n 6898495 6877264 OR10A4 0.02 missense_variant  0.04 0 ENST00000379829
NA12878=TIT G 16 16173232 16079375 ABCC1 0.02 missense_variant  0.04 ] ENST00000399408
NA12878=TIT G 16 16173232 16079375 ABCC1 0.02 missense_variant  0.04 (1] ENST00000399410
NA12878=TIT G 16 16173232 16079375 ABCCL 0.02 missense_variant  0.04 0 ENST00000572882
] »
Showing 1 to 10 of 12 entries (filtered from 43,610 total entries) Previous 2 | Next
*minor allele freq 1000Genomes: global minor allele frequency (calculated using all 1000 Genomes Phase 3 data for this SNP, across populations)
*GnomeAD: allele frequencies Genome Aggregation Database D), institute.orgl
*most_severe most severe i effect of the variant [see image below]
0.00 0.05
|
0.00 0.50
minor allele freq 1000Genomes.
0.00 0.05
]
0.00 100
miner allele freq GnomeAD
0.00 0.05
|
0.00 100

Sift Score

o R m

Figure 48 . Interactive view to filter variants. The table displays the position and the most severe predicted effect of
the variant. The gene symbol and the transcript ID are also displayed and the domain expert can add a manual
annotation. The range sliders allow filtering for the SIFT score as well as for allele frequencies in the 1000 genomes
project and gnomAD.
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Figure 49 Summary of commands and result files. The table displays the final prioritized variants that are written to
the output file in the given path. The sunburst chart shows, from the inner to the outer circle, the most severe
consequence, the gene symbol, and the Ensembl transcript ID. The applied bash commands are shown below.

Moreover, we extract the SIFT (Sorting Intolerant From Tolerant) score from the Variant Effect
Predictor. The SIFT Score indicates whether an amino acid substitution affects protein functiong,
it ranges from 0 to 1, with low scores indicating a damaging effect.

The user can now manually inspect the resulting table and decide which variants should be
exported to the final result file. Using the interactive sliders, it is very easy to remove variants that
are likely to have a low impact on the disease under consideration. In addition, it is possible for
the domain expert to add a manual annotation that will also be written to the result file.
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As can be seen in Figure 48, we have filtered for the SIFT score as well as the minor allele
frequency in the 1000 genomes project and in the gnomAD data with a cut off of 0.05. This allows
us to narrow down the set of potentially harming variants from variants in 45,106 transcripts to
six. Those six include the one variant in the HBB gene that we purposefully introduced at the
beginning. That missense mutation that we successfully found occurs in the Database dbSNP,
where we can learn that the homozygous variant at position chr11:5227002 (GRCh38) can lead
to Sickle cell disease. Hence, we were successful in interactively finding the disease-causal
variant among large numbers of variants in our dataset.

Lastly, the selected results and a summary of the used commands (command line and GET
Request) are displayed in the final view (Figure 49).

Summary

We created a reproducible workflow for a typical bioinformatics application: variant prioritization.
This workflow can be easily accessed via the new KNIME WebPortal to allow for domain expert
interactions. In the workflow, we combined typical command line tools with built-in functionality
in KNIME Analytics Platform including shared components, REST Services, and interactive
visualizations. This allowed us to filter and predict the effect of thousands of variants and to find
a disease-causing one within our data set.

References

1. McLaren, W., Gil, L., Hunt, S.E. et al. The Ensembl Variant Effect Predictor. Genome Biol 17, 122
(2016). https://doi.org/10.1186/s13059-016-0974-4

2. Cooper, G., Shendure, J. Needles in stacks of needles: finding disease-causal variants in a
wealth of genomic data. Nat Rev Genet 12, 628-640 (2011). https://doi.org/10.1038/nrg3046

3. Petr Danecek, Adam Auton, Goncalo Abecasis, Cornelis A. Albers, Eric Banks, Mark A. DePristo,
Robert E. Handsaker, Gerton Lunter, Gabor T. Marth, Stephen T. Sherry, Gilean McVean, Richard
Durbin, 1000 Genomes Project Analysis Group, The variant call format and VCFtools,
Bioinformatics, Volume 27, Issue 15, 1 August 2011, Pages 2156-2158,
https://doi.org/10.1093/bioinformatics/btr330

4. McLaren, W., Gil, L., Hunt, S.E. et al. The Ensembl Variant Effect Predictor. Genome Biol 17, 122
(2016). https://doi.org/10.1186/s13059-016-0974-4

5. GCCL Cardenas, Raony, et al. "Mendel, MD: a user-friendly open-source web tool for analyzing
WES and WGS in the diagnosis of patients with Mendelian disorders." PLoS computational
biology 13.6 (2017): 1005520

6. Sefid Dashti, Mahjoubeh Jalali, and Junaid Gamieldien. "A practical guide to filtering and
prioritizing genetic variants." Biotechniques 62.1 (2017): 18-30. https://www.future-
science.com/doi/10.2144/000114492

65


https://www.ncbi.nlm.nih.gov/snp/rs334
https://www.ncbi.nlm.nih.gov/books/NBK1377/

7. Karczewski, K.J., Francioli, L.C., Tiao, G. et al. The mutational constraint spectrum quantified
from variation in 141,456 humans. Nature 581, 434-443 (2020). https://doi.org/10.1038/s41586-
020-2308-7

8. Pauline C. Ng, Steven Henikoff, SIFT: predicting amino acid changes that affect protein
function, Nucleic Acids Research, Volume 31, Issue 13, 1 July 2003, Pages 3812-3814,
https://doi.org/10.1093/nar/gkg509

66



Chapter 3: Text Mining

In this chapter we want to introduce three examples of using KNIME for text mining.
Predicting the Purpose of a Drug

This is a quite complex story where we show how to train a named-entity (NER) recognition
model that automatically detects drug names in biomedical literature. In addition, we predict the
purpose of those drugs detected by the trained model. The process is divided into four different
workflows. In the first workflow we collect the initial list of annotated drug names from the
World Health Organization via REST API and create a corpus. In the second workflow the data
within the corpus is preprocessed, and the NER model is trained and evaluated. In the third
workflow we then use the model to tag the whole set of documents, thereby detecting not only
known drug names, but also some that were not in our initial data. We create a co-occurrence
network of drug names co-occuring in the same documents and also predict the purpose of a
drug based on the node neighborhood. In the fourth and last workflow, we extract, visualize and
validate interesting subgraphs. The trained model and the prediction process can now be
applied to any new literature.

Will They Blend? KNIME meets the Semantic Web

This semantic web story is not explicitly from the Life Science area, but nicely shows in a single
workflow the basics of how to work with a Web Ontology Language (OWL) file. The OWL file we
used here contains an ontology on pizza that is often used as an educational example. In the
first step we are reading the OWL file using the Triple File Reader node. Based on this, a
SPARQL Endpoint is created in order to allow the execution of SPARQL queries, with which we
are extracting certain information. After some processing of the retrieved data we generate a
view for the user to explore the extracted data. As an add-on, we also demonstrate how to
integrate hyperlinks to Google searches in the Interactive Table view, so users can click on the
table content and a new window with Google search results opens.

Exploring a Chemistry Ontology with KNIME

In this story we will explore another ontology, which is the ChEBI ontology that contains a
classification of chemical compounds as well as information about their role. After
downloading ChEBI as an OWL file, we read it into KNIME and insert the list of triples into a
SPARQL Endpoint, similar to the previous story. In the next configuration step, a SMILES string
for a substructure search can be entered and the biological/chemical role of the compound can
be selected. All the compounds matching the substructure search and chosen role are
displayed in an interactive view. After one of the compounds of interest is chosen, it is shown in
two networks with all their parent classes, hierarchies and roles. The user can choose two roles
here to investigate further compounds sharing these two roles in the last interactive view.
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3.1 Predicting the Purpose of a Drug

By Julian Bunzel

Find the workflow(s) here: https://kni.me/s/h7x1z5Px5dNWE24v

Keeping track of the latest developments in research is becoming increasingly difficult with all
the information published on the Internet. This is why Information Extraction (IE) tasks are gaining
popularity in many different domains. Reading literature and retrieving information is extremely
exhausting, so why not automate it? At least a bit. Using text processing approaches to retrieve
information about drugs has been an important task over the last few years and is getting more
and more important’.
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Therefore we want to create a model that automatically detects drug names. In addition, we will
go one step further and predict the purpose of those drugs detected by the trained model. This
can help to get an understanding of the drugs mentioned in articles of interest and might also
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help in studies about drug repurposing. Has this drug lately been mentioned together with other
drugs, although they have little in common? Could there be an unknown or new connection which
might help to use the drug for another purpose than usual?

Specifically, we will train a named-entity recognition (NER) model to detect drug names in
biomedical literature. To do this we need a set of documents and an initial list of drug names.
Since our goal is not only the recognition of these drug names but also the prediction of a drug’s
purpose, we need some additional information about these drugs.

After collecting the list of drug names, we will automatically extract abstracts from PubMed.
These documents will be split in two parts: one part used as our training corpus to train the model
and one part for testing and validation purposes. The final model is then used to tag the whole
set of documents. Based on the tagged drug names, we will create a drug-drug co-occurrence
network. All of our known drugs (the drugs from our initial list) will have some additional
information which can be used to predict the purpose of a drug that recognized for the first time
by our model (and was not in our initial list).

The work was split into four different workflows:

1. Gathering drug names and related articles

2. Preprocessing, Model Training and Evaluation

3. Create a Co-Occurrence Network and Predict Drug Purposes
4, Extract Interesting Subgraphs

Gathering drug names and related articles

Get the drug list Component to get articles from PubMed by using the
Document Grabber node. It automatically iterates over the
drug list and catches failing HTTP requests.

Parse drugs and
descriptions Gathering articles
>

» » »
>

Port1: Drug / ATC Code
Port 2: Drug combinations
Port 3: ATC Code descriptions

Figure 50 Workflow to parse the drug list and descriptions from the WHO website and create a corpus by using the
Document Grabber to fetch articles from PubMed. The functionality is wrapped in components for better clarity.
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Dictionary creation (Drug names)

As mentioned above, our initial list of drug names should have some sort of additional information
which can be used to predict the purpose of newly identified drugs. Therefore, we decided to use
drugs that are covered by the Anatomical-Therapeutic-Chemical (ATC) Classification System2,
which is published by the World Health Organization. It contains around 800 drug and drug
combinations whereas each drug is associated to one or more ATC codes.

ATC Classification System
The ATC code itself consists of seven letters and is separated into five different levels. As an
example there is acetylsalicylic acid (aspirin) with ATC codes AOTAD05, BOTAC06 and NO2BAO1.

The first letter stands for one of fourteen anatomical main groups which will be used for ATC
code prediction later. The succeeding two letters describe the therapeutic subgroup, followed by
one letter describing the therapeutic/pharmacological subgroup. The fourth level is resembled by
the fifth letter and stands for the chemical/therapeutic/pharmacological subgroup.

The last two digits then indicate the generic drug name. For example AOTADOS5, there is A for
alimentary tract and metabolism, A01 for stomatological preparations, AOTAD for other agents
for local oral treatment and finally AO1ADO5 for the compound’s name acetylsalicylic acid.

Corpus creation

In the next step, we can start to gather abstracts related to the drugs from our drug list. As a
source for biomedical literature we chose the widely-known PubMed database. To retrieve
articles from PubMed and put them into KNIME we can use the Document Grabber node. It
fetches a certain number of articles for each provided drug name in our drug list. In this case we
try to get 100 articles per drug name.

Preprocessing, model training and evaluation

Preparing dictionary and documents for model training. TRAINING: Split data in training and test data. Using 10% of the data as training set. Validating the model StanfordNLP
[Train the model. GroupBy NE Scorer
L™
» 3> o B
Reference
Ungroup Partitioning Group train docs Row Filter Validation on fraining
Prepare and o > set
Table Reader filter documents L S i StanfordNLP
GroupB NE Scorer
&> e E Ungroup quer Split into Y Remove docs used »
group query p Vs B

training and test set for fraining u
Documents Port 1: Documents and related queries StanfordNLP
Port 2: Used dictionary (case insensitive) Group test docs NE Learner Validation on test set

Port 2: Used dictionary (case sensitive) L =
=
>

Train model

Figure 51 Workflow that describes the model training process. The first part reads the text corpus created in the first
workflow and preprocesses and filters some articles. The middle part shows the model training while the third part is
for evaluation.

To guarantee the quality of our corpus, some preprocessing tasks are required:

At first we check if the downloaded articles contain the query term. PubMed sometimes provides
articles that are related to a drug with a similar name, but does not exactly contain the search
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query. Since we can't prepare the abstracts for model training then, we filter the unrelated articles.
This can be done by tagging the articles with the Wildcard Tagger node and removing an article
in case no word could be tagged. Afterwards we remove all drugs from our drug list with less than
20 remaining articles to ensure a dataset with enough sample sentences containing the drug
names. This yielded a final text corpus of 44891 unique abstracts (53311 with duplicates) with
207875 annotated drug named-entities in total.

Now, we can start to train our model, but before we do this, we partition our data into a training
and a test set. We used 10% of the data for the training set (approx. 5000 articles). To train the
model we use the StanfordNLP NE Learner node which currently provides 15 different
parameters. Some important parameters are the useWord (set to true), useNGrams (set to true),
maxNGramLength (set to 10) and noMidNGrams (set to true) parameters. They define whether
to use the whole word, as well as substrings of the word as a feature, how long these substrings
can be and whether the substrings can only be used as feature if they are taken from the beginning
or end of the word. These things might not always be relevant, but in terms of drug names which
often share similar word stems, it's quite useful.

Another important setting is the case sensitivity option of the learner node. Since we don’t know
which case is used for the words within our corpus, we choose case insensitivity, so that no
matter which case is used, it is labeled by the learner node.

After training the model, we can evaluate the model by using the StanfordNLP NE Scorer. It tags
the documents once by using regular expressions and once by using the trained model and
compares the tags. The resulting table provides basic scores like precision, recall and counts for
true and false positives/negatives.

Precision Recall F1 TP FP FN
training data .996 0.996 | 0.996 | 26195 108 108
test data (0.983 .99 0987 | 179668 | 3110 | 1773

Table 1 : This table shows the number of true/false positives, false negatives as well as some basic metrics like
precision, recall and f1.

As we can see the majority of drug names could be tagged correctly. False positives are not
necessarily a problem, because the model is not only for tagging known drug names from our
initial drug list, but it also generalizes to find new entities. Otherwise we could have just used the
Wildcard or Dictionary Tagger. However, regarding false positives, we still don’t know if the newly
tagged words are drug names at all, but we will investigate it later.

Since the Scorer node only gives us counts and scores, we use an additional approach for
evaluation which helps us to identify the words causing false positives and negatives. Basically,
we do what the StanfordNLP NE Scorer node does internally. We tag the documents twice, once
using the StanfordNLP NE Tagger and once using the Wildcard Tagger. Afterwards we count the
number of annotations for each drug and compare the different tagging approaches. For most
drugs, we can see that they were annotated at the same frequency, no matter which annotation
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method was used. For the example of insulin, we can see that the model sometimes just tagged
insulin although there was another name component (e.g. aspart or degludec).

Annotations by regex  Annotations by model

INSULIN 455 472

INSULIN ASPART 16 11
INSULIN DEGLUDEC 24 21
INSULIN DETEMIR 8 7
INSULIN GLARGINE 44 a8
INSULIN LISPRO 25 23

Table 2 This table shows the number of annotations for each insulin related drug by using regex and the trained model.
As we can see, the model annotated insulin more often than actually available in the literature since it failed to detect
the second part. This helps to identify the number of false positives from Table 1.

Apart from all the measurements, we of course want to know what kind of newly identified entities
there are. To get a small overview, we can use the String Matcher node to identify similarities
between new words and drug names from our initial list. After doing so, we see that there are
some words that are just spelling mistakes or slight variations of the drug name due to different
spellings in other countries. Some newly found names were just extensions of known drugs (e.g.
insulin isophane). However, in the end we were able to detect around 750 new words whereas
more than half could not be linked to a drug name from the initial list. These words would need
further investigation.

Create the drug-drug co-occurrence network

Network Creator Object Inserter Feature Inserter Feature Inserter Random subgraph  View
:ﬁ » gﬂ = g = ﬂ' »
Insert nodes Adding colors Adding shape
String Manipulation and edges
ATC Prediction Visual Properties
» 5] >
> »
»

> > >

Create EdgelD

Figure 52 : Workflow that describes the network creation process. First, we use the Network Creator node to create an
empty network that can be filled with new nodes and edges by using the Object Inserter. Afterwards, we predict the
ATC codes and create visual properties (color & shape) for the nodes within the network. These properties can be
added by using the Feature Inserter node. After doing so, we use the Network Viewer JS (hidden in the View component)
to visualize the network. Download the Co-occurrence Network workflow from the KNIME Hub.

Create a co-occurrence network and predict drug purposes

Enough about training and evaluating the model. Let's make use of the model. We can use the
drug names tagged by our model to create a co-occurrence network of drug names co-occuring
in the same documents. This allows us to investigate the newly found drug names in more detail
and, furthermore, enables the prediction of the purpose of those newly identified drugs.. To create
that network, we use the Term Co-occurrence Counter node which counts co-occurrences on
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sentence or document level. In this case it is enough to set it to document level, since our
documents are high-level abstracts and it's very likely that drugs being named together in an
abstract are somehow related. Based on our resulting term co-occurrence table, we can create a

network.

Get the connected component as a network and extract participating Filter the network that contains the neighborhood for the participating

Geta list of connected components and select one component
nodes nodes

Network Reader Filter nodes Network Analyzer Column Filter Ungroup  Row Filter SubGraph Extractor Row To Network  Network Analyzer Node Name Filter Edge Degree Filter Node Degree Filter View
<4 i B »
F3 N E S rite > L» =2 > B> 5 r » U 2 E
Read network Get component list Select component Extract component  Create network  Extract participating Create network Remove loops Remove nodes
List of newly from network nodes with neighborhood  due to missing without edges.
nodes

identified drug names’

>

Figure 53 Workflow that describes the process of extracting small connected components to investigate the
predictions.
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Figure 54 Connected components consisting of unknown drugs only. The color describes different types of drugs
based on their predicted ATC code. Each of these components will be extended with their neighbors from the
complete network to evaluate the ATC predictions.

This network can now be used to predict ATC codes of drugs. For each of our newly identified
drug names, we do a majority vote, meaning that we set the ATC code that occurred most
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frequently in the neighborhood of an “unknown” drug. For visualization purposes, all drugs in the
network are colored based on the first level of the ATC code. Additionally, newly detected drugs
are displayed as squares and known drugs as circles, respectively. This helps to evaluate and
comprehend the prediction of the ATC code. As mentioned before, our initial list had around 800
drug names and the list of newly found entities contains 750 drugs. So in total there are quite
some nodes in the network which makes the view pretty confusing. To avoid this, | show you how
to extract relevant subgraphs to evaluate and comprehend predictions in the next section.

Extract interesting subgraphs

To investigate the predictions in detail, we can use connected components of newly detected
drugs. At first, we remove all drugs from the network that are in the initial drug list to get a set of
nodes in the network containing only the newly identified drugs. Afterwards, we re-add all of the
previously filtered drugs that are in the first neighborhood of drugs from the component we are
looking at. In the end, each connected component consists of a set of co-occurring newly
detected drug names plus their neighbors from the initial network. This approach makes
evaluating easier since we first filter mostly drugs from the initial drug list that tend to be
connected to a huge number of drugs, but later re-add these to a smaller set of unknown drugs.
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Figure 55 Two example subgraphs.

Our example (Figure 55) shows two of these subgraphs. The first picture is an easy case, since
the four newly identified drug names only have one connection to a known drug (catumaxomab).
All drugs were labeled as Antineoplastic and immunomodulating agents which is indeed correct.
The second component is trickier. There are four newly detected drugs pipendoxifene,
levormeloxifene, idoxifene and droloxifene. All of them were predicted as Genito-urinary system
and sex hormones, since most of the known drugs in the network are in this ATC class
(bazedoxifene included - it's colored red because it has multiple ATC classes). However, there are
also connections to Antineoplastic and immunomodulating agents like fulvestrant and
toremifene. Connections to both of these drugs are worth mentioning as well, since the new drugs
were mostly developed for breast cancer treatments. As we can see, the prediction might be right,
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but having a look at connections to ATC classes with a lower influence is also helpful to
understand the purpose in a better way.

Summary

We successfully trained a named-entity recognition model to detect drug names in biomedical
literature and predict the purpose of the newly identified drugs. We started with an initial set of
drug names from the World Health Organization, which also provides some more information
about the drug’s purpose as they are annotated using the ATC Classification System. Based on
this list, we then created a text corpus of articles by fetching them from PubMed. The
StanfordNLP NE nodes then helped to train a named-entity recognition model to detect not only
known drug names, but also some that were not in our initial data. Finally, we built a drug co-
occurrence network to predict the purpose of unknown drugs based on their neighborhood and
showed how to extract interesting subgraphs to easily evaluate our predictions.

The trained model and the prediction process can now be applied to any new literature, to get an
instant overview of all drugs mentioned.
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3.2 Will They Blend? KNIME meets the Semantic
Web

By Martyna Pawletta

Find the workflow(s) here: https://kni.me/w/XYhcwbBj7In9hb70

Ontologies — or let's see if we can serve pizza via the semantic web and KNIME Analytics
Platform. Will they blend?

Ontologies study concepts that directly relate to “being” i.e. concepts that relate to existence and
reality as well as the basic categories of being and their relations. In information science, an
ontology is a formal description of knowledge as a set of concepts within a domain. In an ontology
we have to specify the different objects and classes and the relations - or links - between them.
Ultimately, an ontology is a reusable knowledge representation that can be shared. Check out the
Linked Open Data Cloud which has an amazing graphic showing how many ontologies (linked
data) there are available in the web.

The Challenge

The Semantic Web and the collection of related Semantic Web technologies like RDF (Resource
Description Framework), OWL (Web Ontology Language) or SPARQL (SPARQL Protocol and RDF
Query Language) offer a bunch of tools where linked data can be queried, shared and reused
across applications and communities. A key role in this area is played by ontologies and OWLs.

So where does the OWL come into this? Well, no - we do not mean the owl as a bird here — but
you see the need for ontologies, right? An OWL can have different meanings, and this is one of
the reasons why creating ontologies for specific domains might make sense.

Ontologies can be very domain specific and not everybody is an expert in every domain - but it's
arelatively safe bet to say that we've all eaten pizzas at some point in time - so let’s call ourselves
pizza experts. Today's challenge is to extract information from an OWL file containing information
about pizza and traditional pizza toppings, store this information in a local SPARQL Endpoint, and
execute SPARQL queries to extract some yummy pizza, erm - | mean data. Finally, this data will
be displayed in an interactive view which allows you to investigate the content.

The ontology used in this blog post and demonstrated workflow is an example ontology that has
been used in different versions of the Pizza Tutorial run by Manchester University. See more
information on Github.
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The Experiment

Reading and querying an OWL file

In the first step the Triple File Reader node extracts the content of the pizza ontology in the OWL
file format and reads all triples into a Data Table. Triples are a collection of three columns
containing a subject(URI), a predicate(URI) and an object(URI or literal), short: sub, pred, obj. The
predicate denotes relationships between the subject and the object. As shown in the screenshot
below (Figure 56), in the example we see that the Pizza FruttiDiMare is a subClassOf the class
NamedPizza and has two labels: a preferred and an alternative one.

Triples - 0:22 - Triple File Reader (pizza.owl) = O X
File Hilite Navigation View
Table "default” - Rows: 1944 Spec - Columns: 3 Properties Flow Variables
Row ID |Ssub jspred JSObJ
Row110 <http://www.co-ode,org/ontologies/pizza/pizza.owl#FruttiDiMare > |<http://www.w3.0rg/2000/01/rdf-schema#subClassOf> |<http://www.co-ode.org/ontologies/pizza/pizza,owl #NamedF A
Rowlll <http://www.co-ode.org/ontologies/pizza/pizza.owl#FruttiDiMare > |<http://www.w3.0rg/2004/02/skos/core #prefLabel> "Frutti Di Mare"@en
Row112 <http://www.co-ode.org/ontologies/pizza/pizza.owl#FruttiDiMare > |<http://www.w3.0rg/2004/02/skos/core #altLabel> "Frutti Di Mare Pizza"@en o

< >

Figure 56 Screenshot showing the output of the Triple File Reader node containing a subject, predicate and object
column.

Once the Triple File Reader is executed, a SPARQL Endpoint can be created using the Memory
Endpoint together with the SPARQL Insert node. This allows the execution of SPARQL queries.
Note that our Triple File Reader does not officially support the OWL format. KNIME can read RDF
files and consequently because OWL files are very similar we can read these files too. However
not all information is necessarily retrieved as OWL can have additional parameters.

The example in Figure 57 shows a SPARQL query node that contains a query to extract a basic
list with all pizzas included in the owl file.

A recommendation here: if the ontology you want to query is new to you — | would highly
recommend exploring the structure and classes first quickly in another tool like Protége. This
makes it easier later to create and write SPARQL queries.
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Dialog - 0:52 - SPARQL Query (get all pizzas)

- m} X
File
Config Flow Variables Job Manager Selection Memory Policy
Timeout (n secs) 605 []Preserve N-Triples format 2
Memory Endpoint SPARQL "SELECT" query
P PREFIX pizza: <http:// tologies/pizza/pizza.owl$>
PREFIX rdfs: <http://wwy df-schema$>
SPARQL Insert SPARQL Query PREFIX skos: <htop://www.w3.0rg/20 skos/core#
i
! m S
Triple File Reader > b s SELECT DISTINCT 2pizzaURI 2pizzalabel
WHERE {
é’ get all pizzas ?pizzaURI rdfs:subClassOf pizza:NamedPizza .
?pizzaUlRI
pizza om ?pizzaURI skos:preflLabel ?pizzalabel .
v
<

oK Apply Cancel

Figure 57 Example workflow that shows how to read an OWL file, insert extracted triples into a SPARQL endpoint and
execute a SPARQL query to extract all kinds of pizzas from the pizza ontology.

The SPARQL query node has a checkbox on the top right (see Figure 57) saying “Preserve N-
Triples format”. Selecting this makes a difference in terms of what the output data will look like.
The N-Triples format needs to be kept if the triples will be inserted into an endstore.

The example below shows the effect of not checking (top) or checking (bottom) the N-triples
checkbox. In case of URIs the angled brackets are not preserved, in terms of literals quotes and
type (here @en) will be removed if nothing has been selected.
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Query Result Table - 0:52 - SPARQL Query (get all pizzas) - O X
File Hilite Navigation View
Table “default” - Rows: 22 Spec - Columns: 2 Properties Flow Variables

Row ID pizzalabel

Row0 |http://www.co-ode.org/ontologies fpizza fpizza.om #Veneziana Veneziana ~

Rowl |http://www.co-ode.org/ontologies pizza /pizza.owl #SloppyGiuseppe Sloppy Giuseppe

Row2 http://www.co-ode.orgfontologies fpizza jpizza.om #Soho Soho

Row3 |http://www.co-ode.org/ontologies fpizza jpizza.om =LaReine La Reine

Row4 |http://www.co-ode.org/ontologies fpizza fpizza.owd =Napoletana Napoletana

RowS |http://www.co-ode.org/ontologies /pizza fpizza.om #FruttiDiMare  Frutti Di Mare v
Query Result Table - 0:52 - SPARQL Query (get all pizzas) - (W X

File Hilite Navigation View
Table “default” -Rows: 22 Spec - Columns: 2 Properties Flow V.

Row ID pizzaURI

Row0 | <http://www.co-ode.org/ontologies/pizza /pizza.ovl #Veneziana > ‘Veneziana“@en A
Rowl |<http:/fwww.co-ode.org/ontologies/pizza /pizza.owi=SloppyGiuseppe > |"Sloppy Gluseppe“@en
Row2 |<http://www.co-ode.org/ontologies/pizza fpizza.owl=Soho > "Soho“@en

Row3 |<http://www.co-ode.org/ontologies /pizzapizza.owl=LaReine > "La Reine"@en

Row4  |<http://www.co-ode.org/ontologies/pizza pizza.owl=Napoletana > “Napoletana“@en

Row5 | <http://www.co-ode.org/ontologies /pizza pizza.owd sFruttiDiMare > “Frutti Di Mare"@en v

Figure 58 Examples of the effect of not checking (top) or checking (bottom) the N triples checkbox.

Visualization

There are different ways in KNIME to visualize data. In the case of ontologies it's really depending
on what you are aiming to do. Here we will extract a bit more information than in the first example
and create an interactive view within a component that allows us to explore the content of the
pizza ontology.

Additionally to the pizza labels now using two SPARQL query nodes (see Figure 59), further
information like toppings per pizza type or its spiciness was extracted. Also, we query for pizza
toppings that are a subclass of the class VegetableToppings and create a flag if the topping is a
vegetable or not using the Constant Value Column node.
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Figure 59 Example workflow showing how the basic example from Figure 57. Can be extended and an interactive
view created.

Finally we create an interactive view where the extracted data can be explored (see Figure 60). To
open the interactive view, right click the “Interactive View” Component + select Interactive View.

@ Interactive View - o X

Pizzas EIEIS Sunburst Chart O 28@ =
Show 10 v entries

= Pizza Names

@ wmid
Medium
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a Mushroom Mozzarella
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@ Hot Green Pep._.
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® Oonion
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@ Tobasco Peppe.
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Prince Carlo

® Caper
Quattro Formaggi ® oiive
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- Rosa ® sundried Tomato
Garlic
o Siciliana
@ Sloppy Giuseppe
Showing 11 to 20 of 22 entries
Previous = 1 3 Next
Pizza Toppings 8RE Bar Chart EEE
Show 10 v entries @ Occurrence Count
American I
= American Hot | —
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- ; Caprina | —
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= 5 LaReine | ——
| |Onen wargnerta - I
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Siciiana I —
Sloppy Giuseppe | E—
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°
I
IS
>
@

«
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Figure 60 Interactive view showing extracted data.
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Is it real?!

When | first looked at the dataset using the view | saw the “Sloppy Giuseppe” Pizza and directly
had to google it as it was something completely new to me. | saw the toppings but was wondering
if this is something really Italian? This brought me to the idea of adding another feature here in
addition to the tables and charts.

If you now click on the Pizza name, a new window will open showing Google search results for
that specific pizza type. | did this using the String Manipulation node, which creates a link. To
make sure the link opens in a new window and not in your current view the “target=_blank” option
needs to be included.

Expression

string("<a href="https://google.com/search?q="+$pizzalabel$+"+Pizza"'"+"target=\"_blank\">"+$pizzalabel$+"</a>")

Figure 61 Include ,target=_blank" to open link in a new window.

The Results

We showed today how to extract data from an OWL file, create a SPARQL Endpoint and SPARQL
query. Finally we generated a view where the content can be explored.

After playing with such yummy data... hungry now? Let's order a pizza then ?
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3.3 Exploring a Chemistry Ontology with KNIME

By Martyna Pawletta

Find the workflow(s) here: https://kni.me/w/FOerB7Sb3MmoGxDc

We are often asked if it's possible to work with ontologies in KNIME Analytics Platform.

With “work with ontologies” people can mean many different things but let's focus today on one
particular ontology and basic tasks including reading and querying ontologies to create an
interactive tool at the end. For this purpose, today, we dive into the world of chemistry to use the
ChEBI ontology (Chemical Entities of Biological Interest).

Even if chemistry is not a domain of interest for you, this blog post can still be of high value as
we, for example, show how to read an OWL file, how to create queries in SPARQL as well as
different possibilities for visualizing ontology content in an interactive composite view. How you
adopt this to your own use case, ontology, and extracted dataset, we will leave to you and your

LL SPARQI— Linked Data
SowL

Subject Predicate Object %
Attributes o

. Semantic Web
Triples ogo ARNGtELohS

Taxonomies

tsS

Q.

Conce

ChEBI

Especially in the Life Sciences area, ontologies are very popular and frequently used for different
purposes such as data integration, curation, defining standards, or labeling. Just how important
ontologies are is illustrated by facts that sources like the BioPortal 1 contain already more than
800 ontologies in their repositories.

With the workflow described in this blog post, we will demonstrate a way to explore ChEBI, which
is a freely available ontology containing a classification of chemical compounds as well as
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information about the role of compounds like their application or the biological and chemical role.
It contains in general three main classifications like chemical entity, role, and subatomic particle.
In this workflow, we use molecular entity and role class (Figure 62). ChEBI can be downloaded in
different file formats - today we will work with an OWL file.

Browse Terms Browse Properties Ontology history

chemical entity

atom

chemical substance

group

molecular entity
elemental molecular entity
exotic molecular entity
_inorganic molecular entity
ion
isotopically modified compound
main group molecular entity
mancude ring
polyatomic entity
radical
_transition element molecular entity

role

application

biological role

chemical role

subatomic particle

Figure 62 : Overview of ChEBI classes (screenshot taken from here). The yellow boxes show which parts will be used
and explored in the workflow. The remaining parts are ignored.
Let's start!

How to basically read and query ontologies stored in the OWL format is described in the previous
chapter. In the example described in this article, we used a pizza ontology to show how easy it is
to explore that type of data.
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With the following example workflow, we play with the terms and content of the ChEBI ontology
while combining searches, results and data in order to create interactive views where the content
can be explored. We hope to learn about compounds, their biological and chemical roles, as well
as definitions and other sources that contain references to a particular compound.

This analysis was realized in the workflow depicted in Figure 63 and contains the following main
steps:

Step 1: Read the OWL file into a SPARQL Endpoint
Step 2: Substructure search & selecting a role of a chemical compound

Step 3: View compounds matching the substructure search and role. Here one compound
needs to be selected

Step 4: Show the selected compound in a network with all their parent classes, hierarchies and
roles. Select a disease in the Tag Cloud to merge some more data in the next step

Step 5: Viewing results from selection in Step 4

Explore the ChEBI Ontology

This workflow shows how to query ontologies in KNIME. Here we concentrate especially on chemistry related topics using the ChEBI
(Chemical Entities of Biological Interest) ontology that is containing a classification for chemical compounds and their biological, chemical
roles and applications.

Step 1

Memory Endpoint

= String Manipulation
SPARQL Insert SPARQL Query D
'
(2 » >
»i Step 2
Enter Search Molecule
Add triples into Query mol entity Options Substructure Filter Step 3 Step 4' Step s
a SPARQL classes with >
endpoint roles > Joining and' Network View Compounds Sharing
> ° Grouping Result View Visualization Selected Roles
.
Triple File Readef Ghtcompounds with R SPARQL queries S <
selected "role” o > >
v > > > >
HE ’
Read chebiowl
SPARQL Query
o
Query al chidren* of
“molecular entity”
Filter Triple
File Store

Figure 63 Example workflow showing how to explore the ChEBI ontology stored in OWL format.

Step 1. Reading the OWL file into a SPARQL Endpoint

Analogous to the previously described use case of a pizza ontology, we use the Triple File Reader
node to read the OWL file and insert the list of triples into a SPARQL Endpoint which is connected
to a Memory Endpoint Node (See Figure 63, Step 1). With this in place, and successfully executed,
we now have the basis to start writing and executing SPARQL queries as well as filtering
information from the list of Triples.

Quick reminder here: RDF triple - also known as semantic triple - always contains three columns:
subject, predicate, and object. Read more here.
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Figure 64 Schema showing how to interpret RDF triples.

Step 2. Substructure search paired with role information

Imagine a scientist is investigating a new compound in development. She knows the chemical
structure and the application of that compound but is curious to see if there are other compounds
in ChEBI with similar properties. In this example workflow a SMILES for a substructure search can
be added and the application or biological/chemical role of the compound can be selected (Figure
65).

Therefore, the “Enter Search Options” component will be used to create a search query in order
to add the above mentioned properties (Right click the component — select interactive view).

To allow insertion of a SMILES, we have used the String Widget node. Above, in Figure 64., we
added a Phenothiazine.

Let's select a dopaminergic antagonist as the role. This is frequently used in antipsychotic drugs
for treating schizophrenia, bipolar disorders or psychosis stimulants.
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Enter Search

Options
i\_» ’
)

String Widget

' : @ Enter Search Options - (m ] X
O Enter a SMILES to search ChEBI for comp#flinds (substructure based search):
N1C2=CC=CC=C25C2=CC=CC=C12

Type in a role of your interest and select using the autocomplete function a valid term:

dopamin
Autocomplete e
dopamine receptor D2 antagonist
Text Widget ‘
EC 1.14.17.1 (dopamine beta-monooxygenase) inhibitor

dopaminergic agent
dopaminergic antagonist
dopamine uptake inhibitor

2 dopamine agonist

Reset Apply o Close o

Figure 65 The “Enter Search Options” component contains two options to enter input for a substructure search as
well as a search for compounds; a specific role is assigned in the ontology.

Little hint here: As an alternative to the String Widget, a Molecule String Input node could also be
used. This would give you the opportunity to draw a chemical structure instead of pasting a
SMILES string.

Step 3. Let’s view first results!

In the following view (“Result View” component in the example workflow) you can inspect the
results of the substructure search. Here the Tile View and RDKit Highlighting were used to show
all compounds matching the entered search options. All these compounds are dopaminergic
antagonists as selected in the previous view.

In this example we selected a compound called Promazine to see more information.
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Show v entries
| |
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chebi_id: "CHEBI:51235" chebi_id: "CHEBI:3647" chebi_id: "CHEBI:5123" chebi_id: "CHEBI:6780"
_ 1) = )
| |
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_/
ool =
Reset Apply « Close a

Figure 66 Result view showing chemical compounds with the highlighted substructure using the Tile View node.

Step 4. Show a network with class information

In this example workflow, we also would like to show a way to visualize an ontology as a network.
We do this with the Network Mining Extension. The view in this step is also interactive, which
means whenever a node in the network is selected, the table under the network will show more
information for the extracted entity, such as the definition, for example.
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A drug used to prevent nausea or vomiting. An antiemetic may act by a wide range of mechanisms it might affect the meduliary control centres (the vomiting centre and the chemoreceptive trigger zone) or affect the
peripheral receplors

A drug that binds to but does not activate dopamine receptors, thereby biocking the actions of dopamine or ex0genous agonists.

A drug that binds to but does not activate muscarinic cholinergic receptors, thereby blocking the actions of endogenous acetylcholine or exogenous agonists

Figure 67 Network view showing the selected compound as well as a network including the subClassOf connections
as “has role” and “is a”. Additionally, more information such as definitions and synonyms can be selected and made
visible for a node in the network.

If you scroll down, a second network becomes visible. This network contains entities starting
from the selected compound, here Promazine, and shows how it has been classified in ChEBI. It
shows all “is a” links from the compound through to the chemical entity. Additionally the “has
role” links were added to show also here which roles are linked (blue nodes).
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Figure 68 Network view showing the selected compound as well as a network including the subClassOf connections
as “has role” and “is a”.

Step 5. Show compounds sharing two roles

By looking at the network view in Figure 68 and investigating the roles of a compound - let’s say
you can now see another interesting role and you would like to see more compounds with that
role - you can go one step further and select two different roles from the table like for example
the already known dopaminergic antagonist in combination with the H1-receptor antagonist that
plays a role in relieving allergic reactions.

In the last component “View Compounds Sharing Selected Roles” (Step 5) we see all those
compounds containing both selected roles and the additional information, such as definitions,
synonyms, or references to other ontologies, databases, and sources.
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Figure 69 Last interactive view of the workflow showing compounds with additional information having both selected
“roles” from the network view.

Extensions needed to run the workflow:

- KNIME Semantic Web/Linked Data. To read more about that extension, you might find this
blog article Integrating One More Data Source: The Semantic Web interesting, too.

- RDKit KNIME Integration is used to perform substructure searches and highlighting

- Network Mining Extension is used to create a network view

Wrapping up

We started with an OWL file containing the ChEBI ontology and went through different steps of
data exploration and visualization. We showed how to read an OWL file, how to create queries in
SPARQL and presented different possibilities for visualizing ontology content in an interactive
composite view. With this, we learned about the Promazine compound and the biological and
chemical roles of that compound. We also discovered more about similar compounds and their
roles, definitions, and synonyms.

The resulting data extracted from the ChEBI ontology can be directly explored using KNIME
Analytics Platform. The workflow can also be deployed to KNIME Server where an expert of a
certain research domain who is maybe not a KNIME or an ontology expert can analyze the data
in the WebPortal without the need to write SPARQL queries.
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The workflow described in this blog post, the ChEBI Ontology Explorer can be downloaded here
from the KNIME Hub.
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Chapter 4: Lab Data

In the last chapter we want to give some examples of how KNIME can be used to deal with lab
data.

Near Infrared Spectroscopy (NIR) Data Analysis using KNIME

This story describes how to analyze near infrared spectroscopy (NIR) data with KNIME. We look
at three different workflows: The first workflow is about NIR spectroscopy data pre-treatment and
we can see how spectral data are preprocessed to compensate for the inherent conditions of NIR
spectroscopy. The data is initially available as a Matlab file and we convert it to a csv file using
GNU Octave before reading it in. The second workflow takes the preprocessed data and produces
visualizations, a principal component analysis and hierarchical clustering of samples based on
their corresponding spectral data. The third workflow demonstrates how to perform a similarity
search for one or more spectra against a custom inhouse database based on jdx files to compare
our findings e.g. to a known reference product.

User-friendly End-to-End Lab Automation in Action

In this story we show how we integrated the SiLA standard (Standardization in Lab Automation)
in KNIME Analytics Platform. We give an overview of what SiLA is, and how it integrates with
KNIME. More information about where to get the Java library and where to put it is given in the
component description on the KNIME Hub.

To make this usable and adaptable by others, we have encapsulated this functionality into shared
components. We utilized this functionality in two use cases where we automatically retrieve and
analyze data, in the first case microplate data and in the second case imaging data. The first
workflow demonstrates how you can use the shared components to retrieve plate readouts (e.g.,
fluorescence) as XML from a SiLA server, parse and process the data with KNIME nodes, and
send computation results back to the SiLA server. The second workflow shows how to compute
the cell count in each image and send the results back to the SiLA server.

What are the FAIR guiding principles and how to FAIRify your data

In this story we demonstrate a use case where KNIME was used to make data more compliant
with the FAIR principles. The workflow combines laboratory data from biological assays that was
previously stored in 48 individual Excel files into one large, machine-friendly data table that also
integrates the information about the tested compounds. To enhance interoperability, more
chemical identifiers were included and the metadata was extended by domain-specific, controlled
vocabulary using programmatic access to the chEMBL and chEBI databases. In compliance with
the FAIR principles, user-defined metadata was added in an interactive view. The data is now
ready to be uploaded to a data repository.
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4.1 Near Infrared Spectroscopy (NIR) Data
Analysis using KNIME

By Miriam Mathea, Mireille Krier & Temesgen Dadi

Find the workflow(s) here: https://kni.me/s/w6aGw-BcuUE95ZBp

KNIME Analytics Platform is an open source tool that enables easy creation of workflows that
can perform numerous kinds of data transformations in an intuitive way. The resulting workflows
are not only easy to understand by people that have never seen the workflow, but also produce
reproducible results.

In this blog post, we describe three KNIME workflows developed to work with near-infrared (NIR)
spectroscopy data measured on chemical samples. NIR spectroscopy measures absorption (or
transmittance) of light with wavelengths between 780 and 2500nm.

This method, which is non-intrusive and requires comparatively little sample preparation, is
applied in a wide range of fields such as agriculture, product monitoring, polymer engineering,
biomedicine, pharmaceutical industry, and environmental science. The method’s low sensitivity
to minor experimental constituents makes it necessary to set up calibrations that require many
samples. Additionally, raw data need to be preprocessed to account for the physical property of
the sample particles such as particle size, density and scatter, before proceeding to quantitative
analysis.

In this article we look at three workflows for the pre-treatment and analysis of NIR spectroscopy
data.

e The first workflow, NIR Spectroscopy data pre-treatment, deals with data treatment and
we look at how spectral data are preprocessed to compensate for the inherent conditions
of NIR spectroscopy,

e The second workflow, Visualization, Clustering, and PCA analysis of Preprocessed
Spectral Data, produces visualizations, PCA, and hierarchical clustering of samples based
on their corresponding spectral data,

e The third workflow, Similarity Search Using Inhouse Database, demonstrates how to
perform a similarity search for one or more spectra against a custom inhouse database.

1. NIR Spectroscopy data pre-treatment

View and Select Preprocessing View Preprocessed
Table Reader Column Splitter Data Cleaning Select Observations Select Peaks Methods Preprocess Spectra Preprocess Write to File
- —

R . e S, S G S A

Savitzky Golay apply preprocessing
split non-spectra select region(s) of use view to select and method requires to all observations
columns the spectra to prepocess define the order of prospectr R package
preprocessing methods

Figure 70 Workflow | - NIR spectroscopy data pre-treatment.
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Let’'s start by reading our NIR dataset, which is a challenge NIR spectra dataset obtained from
Github. The dataset is available as a matlab file and we used GNU Octave to convert it to a CSV
format before reading it in KNIME Analytics Platform. The samples came from straws and are
associated with the sugar potential of each straw. A straw’s value for energy production is highly
tied to its sugar potential and is determined by a complex process with the help of an enzymatic
kit. We took a subset of the dataset for the purpose of our blog post. In particular, we took 357
samples measured by NIR in the range 400-2498nm.

Row ID |[5/SampleName |©/Glucose Dlspec.400 |Plspec.402 |Dlspec.404 |Dlspec.406 |T
Row0 [T?07-127-A-5 0.171 0.568 0.589 0.611 0.628 0
Rowl |[T?07-128-A-5 0.189 0.543 0.566 0.588 0.607 0
Row2 [T?07-129-A-5 0.173 0.532 0.556 0.578 0.595 0
Row3 [T?07-131-A-5 0.18 0.612 0.631 0.65 0.666 0
Row4 [T?07-132-A-5 0.199 0.577 0.598 0.619 0.638 0
Row5 [T?07-133-A-5 0.286 0.553 0.572 0.591 0.609 0
Row6 [T?07-134-A-5 0.167 0.544 0.568 0.593 0.613 0
Row7 [T?07-135-A-5 0.179 0.547 0.57 0.593 0.61 0

Figure 71 Raw Spectral Data containing the sample name, the sugar potential, and the NIR spectra in the range 400-
2498nm.
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The first thing we want to do is visualize the spectra. Since it is difficult to plot and visualize the
spectra of all 357 samples, we will select a few interactively. Doing this with a component with a
column filter configuration is a good fit.

A\ Dialog - 3:166 - Select Observations

File

Options  Flow Variables  Memory Policy  Job Manager Selection

Select few data points

() Manual Selection (@) Wildcard/Regex Selection () Type Selection
Pattern: |ghs, =[5]|
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-Mismatch (Excude) Match (Indude)

D] obs.1 ~ ||[D]obs.5 ~
E obs.2 D|obs.15

D|obs.3 D|obs.25

'D|obs.4 D | obs.35

E obs.6 D | obs.45

D|obs.7 D | obs.55

'D|obs.8 D | obs.65

E obs.9 D|obs.75

D| obs. 10 ¥ ||/D] obs.B5 v

oK Apply Cancel @

Figure 72 Component configuration dialog for selecting observations
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Once we have selected representative observations we can visualize their spectra and box-select
the interesting regions that will be used for preprocessing. In this example we chose to use the
region from 1500-2000nm for our preprocessing. The selection is highlighted as a thick line.

Select region(s) of spectra

0.8
—— obs.5

obs.15
—— obs.25
obs.35

—— obs.45
obs.55
obs.65

0.6

—— obs.75

0.5 obs.85
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—— obs.105

04 obs. 115

Absorbance

obs.135
0.3 —— obs. 145
—— obs.155
~ obs. 165
02 —— obs.175
obs.185
obs.195

—— 0bs.205

500 1000 1500 2000 2500
Wavelength

Figure 73 Component view for selecting region(s) of spectra. One can box-select interesting regions for further
analysis.

The next step is to decide which preprocessing methods to use and in what order they should be
applied to the data.

In general, the most widely used preprocessing techniques can be classified into two categories.
In the first category are the scatter-correction methods and in the second, the spectral derivatives.
As representatives from the first category we selected Standard Normal Variate (SNV) and
Normalization (Centering and Scaling) and for the second category Savitzky-Golay (SG)
polynomial derivative filters’23,

Scatter correction methods are used to remove undesired spectral variations due to light scatter
effects and variations in effective path length. SNV is a very simple method for normalizing
spectra to correct for light scatter 1. It is calculated by subtracting the mean of spectrum from
individual values and dividing the result by standard deviation of the spectrum. Normalization
transforms the spectra matrix to a matrix with columns with zero mean (centering), unit variance
(scaling) or both (auto—scaling). In contrast to SNV, which operates row-wise, normalization
operates column-wise. The Savitzky Golay method fits a local polynomial regression on a signal
using an equidistant width?.
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Select preprocessing methods

Search:
Method Name Method Desc. Required Package ApplicationOrder
Centering Centering MNone 1
Scaling Scaling None 2
SNV Standard Normal Variate (SNV) MNone 3
Savitzky Savitzky-Golay filtering prospectr (R package) 4

Showing 1 1o 4 of 4 entries

For Savitzky Golay:

Polynomial order (1-4) Window Size m-th Derivative (0-3)
3 - 11 2 —

1)

Figure 74 Component view for selecting preprocessing methods and defining their order of application.

The selection of preprocessing techniques is done using the interactive view of a dedicated
component. Methods can be selected and their order can be defined by editing the table. If the
Savitzky Golay method is selected, its three additional parameters (polynomial order, window size
and m-th derivative) can be adjusted.

Now, if we execute and open the view of the last component, we can clearly see the effects of our
selected preprocessing methods on the data.

Once we verified that the preprocessing methods are working as expected, the same
transformation will be applied to all samples to be preprocessed. Then we export the
preprocessed data to disk for the next steps of spectral analysis
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Preprocesed Spectra
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Figure 75 Spectra after preprocessing. After applying centering, scaling, SNV, and Savitizky Golay filtering the undesired
spectral variations are removed.
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2. Visualization, Clustering, and PCA analysis of Preprocessed Spectral

Data

Finding patterns in the data and deriving meaningful insights from this is among the strong
features of the KNIME Analytics Platform. In our case this can be done through visualization,
principal component analysis and hierarchical clustering. The second KNIME workflow makes
use of the preprocessed data from above and does exactly these three things. We are still using
the same dataset containing samples of straws associated with their sugar potential. The dataset
was created to determine if NIR spectroscopy can be used to determine the sugar potential of

straws instead of the complex process that involves enzymatic degradation.

Column Splitter Transpose Column Expressions
>
>y e H > 5
PCA Compute PCA Apply
»
> > >
Table Reader Color Manager @, | & Ejf
>
H, > » 0
read . . . . .
re-processed data Distance Matrix Hierarchical Clustering
pre-p Calculate (DistMatrix)
> B+ > > P

Figure 76 Workflow Il - Visualization, Clustering and PCA analysis of Preprocessed Spectral Data.
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A\ Dialog - 3:290 - Plot Spectra (With Offset)

File

Options  Flow Variables  Memory Policy  Job Manager Selection

Select Wavelength Column
Wavelength -
Select Samples
(®) Manual Selection (T Wildcard/Regex Selection () Type Selection
r Exclude - Incude
Y riter Y Ater
D|obs.2 A > m obs.1
D obs.3 m obs.6
D obs.4 m obs. 79
D obs.5 » mobs.f&[ﬂ
D obs.7 m obs. 272
| D | obs.8 L4 D |obs.314
D|obs.3
D obs. 10 e <«
(®) Enforce exdusion () Enforce inclusion
Offset
00215

oK Apply Cancel @.

Figure 77 Configuration dialog of Plot Spectra (with offset) component.

In spectroscopy, plotting multiple spectra as line plots for visual inspection of differences is a
common task. To make the comparison easy, different spectrums are plotted with a fixed offset
with the goal of avoiding overlapping lines. Using a configurable component (see component
configuration dialog - Figure 77), where we can select the spectra to show in the plot and set the
offset, plotting spectra can be done easily. The resulting plot is shown in Figure 78.
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Selected Spectra
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Figure 78 Selected spectra plotted using the Plot Spectra (with offset) component (offset = 0.2).

Hierarchical clustering in KNIME is simplified via the Distance Matrix Calculate node where we
can compute the distance of choice between samples. Using a combination of just three nodes
we were able to observe the clustering that is associated with the level of glucose in the straw
samples. Samples are colored according to their glucose content measured by an enzymatic
degradation and we can see that samples with similar glucose content tend to cluster together.
This suggests NIR Spectroscopy has the potential to discriminate between good and bad straw
samples (Figure 79).
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Hierarchical cluster analysis
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Figure 79 Hierarchical clustering of straw samples (colors represent sugar potential of straws).

Similar to the Hierarchical clustering, PCA Analysis has the potential to reveal patterns and detect
outliers. It can be performed easily using a couple of nodes in KNIME Analytics Platform. Figure
80 shows the results of a simple PCA analysis on the straw samples using the preprocessed
spectral data. There is a clear separation between the straws with high potential for sugar (blue)
and those with low levels of sugar (red). The PCA plot is the result of using the whole NIR range
as input. We have a separation between samples, in terms of sugar level, across PC2 instead of
PC1. This led us to think there is a more pronounced second pattern in the data which is unrelated
to sugar level. When we went back to our preprocessing workflow and looked at where the
samples show differences, we found two regions (700nm-1400nm and 1500nm-2000nm) with
notable differences between the samples. After trying both regions, we picked wavelength region
1500nm - 2000nm and obtained the result on the right where we have a better clustering along
the main principal component (PC1).
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Straw samples - NIR Spectra
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Figure 80 PCA analysis of straw samples (colors represent sugar potential of straws) using the whole NIR spectra
range (left) and using NIR region 1500nm - 2000nm (right).

3. Similarity Search Using Inhouse Database

One of the applications of NIR spectroscopy is confirming the authenticity and quality of a
chemical or food product by comparing it to a known reference product. At the heart of such
applications is a method to measure the similarity between two spectra. Common methods in
NIR spectroscopy are the correlation coefficient, the Euclidean, or the Mahalanobis distance. With
this simple workflow, we will showcase how we can perform a database search of a spectrum
using these (commonly used) distance measures.

lll. Similarity search (data source: OSDB database - http://osdb.info/)
NOTE: The data here (JDX files obtained from OSDB database) is IR spectra data.
But the procedure works for any kind of spectra including NIR spectra

Read JDX Files

Search DB
> <
> Get Min, Max ®

WaveNumber
create a small DB
from JDX files stored locall > ‘]. =~
Search
\a&Eﬂt Variable Configuration
. =l @ °
Read JDX Files et Min, Max
> WaveNumber
> T get overlapping select search strategy
> ‘] range and parameters
Read Query

Figure 81 Workflow IlI - Similarity Search of Spectra using Inhouse Database.

Storing spectral data in JCAMP-DX (.jdx) files is a common practice and many spectrometers
directly produce data as .jdx files. We created a component that builds a spectral database by
reading .jdx files contained in a folder, where each file represents a compound. After parsing
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individual .jdx files, the global wavelength ranges are detected and missing values (readings on a
given wavelength that are present in compound A but not in compound B) are filled via linear
interpolation. The result is a table where compounds are arranged row-wise and wavelengths in
columns.

In this example, we are using 20 JDX files downloaded from the Open Spectral Database
representing 20 different compounds to create our spectral database. The workflow can be
adjusted to use a different list of JDX files with the goal of creating an own database. Figure 82
shows the list of compounds (files) that make up the database and the database itself shown as
a KNIME table. This is a simple way of creating a database. For real world cases robust databases
should be designed. For example, instead of a single spectral entry per compound, we can have
multiple spectra representing multiple sources of variability associated with the product and the
manufacturing process.

A\ Port 1-0:234 - Create DB from JDX Files (create a small DB)

v [*7] DB_IDX_Files File Edit Hilite MNavigation View
.| Adamantane.jdx Table “default” -Rows: 20  Spec - Columns: 1702 Properties Flow Variables
__| Aspirin.jdx [ RowDD ‘D] 600 (D] 602 ‘D] 604 [Djsos  [[D]e0s [
__| Atenolol.jdx DB_Adamant... (97745 97.745 97.745 97.745 97.745 g
| Benzaldehyde,jdx DB_Aspirin 83.35 83.35 83.35 83.35 83.35 8
Bromobenzene jdx DB_Atenolol  |73.4 73.4 73.4 73.4 73.4 7
b ) DB_Benzalde... |52.5 53.5 54.6 55.6 56.5 5
__| Butanone.jdx DB_Bromoben...|52.5 53.5 54.6 55.6 56.5 5
.| Caffeine,jdx DB_Butanone  |42.1 43,15 44,65 46.1 %6.75 4
Chlorobenzene.jdx DB_Caffeine  [94.25 94,25 94.25 94.25 [94.25 g
™ Ethanakidx DB_Chlorobe... |51.4 51.75 53.35 54.6 '55.2 :
= 'J_ ] DB_Ethanal 46.9 43 43.85 49.5 51.4 5
__ Ethanamide.jdx DB_Ethanamide |39.6 39.6 9.6 39.6 39.6 3
Eall L T T8 ~e el el _laa A ar A a4 an =~ lam =r -

Figure 82 The list of compounds in the database and the content of the database.

The next step is to read the query files that need to be searched against the database. We used a
similar procedure as reading the database entries to read the queries as well. We have the spectra
of Ibuprofen and three different readings of paracetamol (Figure 83).

A% Port1-0:233 - Read Query (JDX Files)

File Edit Hilite Mavigation Wiew
Table "default” -Rows: 4 Spec - Columns: 1751 Properties  Flow Variables

Fow ID @ 500 |E| 502 @ 504 |E| 506 @ 508 |E| 510 @ 512 |E| !
Query_Ibprofen 99,923 99,415 93,907 93,329 57,891 97,333 96,876 36.9!
Query_paracetamell (59,072 59,315 55,535 79,559 29,75 51,447 55,607 64.4;
Query_paracetamol2 [75.359 75.359 75.359 75.359 75.359 75.359 75.359 75.3!
Query_paracetameol? (0,001 0,001 0.001 0,001 0.001 0,001 0.001 0.00;

Figure 83 Spectra of compounds to be searched against a database.
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Once both the database and query tables are ready, we can define our search strategy via the
configuration dialog of the Search Configuration component. This includes:

1. The spectral region where the comparison should focus
2. How many hits we should display per query

3. Which similarity metrics to use

File

Options  Flow Variables Memory Policy  Job Manager Selection

Start Wavenumber
1,700 =
End Wavenumber
4,000 13
Display k matches
3=

Method

Pearson's Correlation
Mahalanabis Distance
] Budidean Distance

[ ] Manhattan Distance

o] 4 Apply Cancel (?)

Figure 84 Search Configuration. The user can select the spectra region, the hits displayed per query, and the similarity
matrices to use.

Executing the Search DB component and opening its view results in a list of top-k matches per
query, or multiple lists if we selected more than one more than one similarity metrics. The list
contains k matches irrespective of how good the matches are. We can filter the matches using
the interactive range slider to enforce a certain degree of similarity index according to the search
method in question.
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The example result shown in the figure below is a result of searching two different paracetamol
spectra against our tiny database using Pearson's correlation and Mahalanobis distance as
similarity metrics. Not surprisingly, the database entry Paracetamol appeared as the best hit for
both spectral queries and all search strategies.

A\ Search DB

Pearson's Corr. Coeficient

Show | 10 v entries Search:
Query DB Pearson's Corr. Coeficient 5
paracetamol2 Paracetamol 1
paracetamol Paracetamol 0.9949
paracetamol Ethanamide 0.8965
Showing 1 to 3 of 3 entries (filtered from 9 total entries) Previous - Next

Mahalanobis Distance

=1}

Show 10 v | entries Search:
Query DB Mahalanobis Distance 1:
paracetamol2 Paracetamol 0.002
paracetamol Paracetamol 0.3043

Showing 1 to 2 of 2 entries (filtered from 9 total entries) Previous n Mext

Figure 85 Search results obtained using Pearson'’s correlation and Mahalanobis Distance methods. Results can be
sorted in the table and can be filtered using the provided range slider. Adjusting for higher correlation or lower
distance values leaves the correct hits of paracetamol.
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Conclusion

We have shown three different KNIME workflows for NIR spectral data analysis. We have created
a workflow that treats spectral data to account for experimental artifacts and method-related
biases. Then we performed a PCA analysis and hierarchical clustering on the resulting data to
determine if NIR methods can be used as an alternative way of measuring the sugar potential of
straws. The results look promising as both our PCA analysis and hierarchical clustering results
group straws with similar levels of sugar together. The PCA analysis also revealed the wavelength
region 1500nm - 2000nm has a particular importance in relation to the sugar level of the straw
samples. This is helpful information for further analysis such as creating a regression model that
can actually predict the sugar potential of a straw from NIR spectral data. Finally we showed how
an inhouse database can be created directly from jdx files and searched using different similarity
search strategies with the aim of identifying a product or checking the authenticity of a product.

Taken together, we've demonstrated how KNIME Analytics Platform can be a powerful tool for
typical spectra analyses. The workflows we provided can be downloaded from the KNIME hub
and be adjusted to your own data.
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4.2 User-friendly End-to-End Lab Automation in

Action
By Jeany Prinz & Stefan Helfrich

Find the workflow(s) here: https://kni.me/s/w6aGw-BcuUE95ZBp

Many life science companies have important digitalization initiatives that incorporate end-to-end
integration. The goal of such initiatives is to improve experimental reproducibility, reduce errors,
increase productivity, and enhance the generated data through contextualization. However, the
effort required to implement these is high, due to contending with inconsistent infrastructures as
well as a diverse set of integration interfaces. This hinders an effective implementation; it often
seems easier to stick to doing everything manually. A solution to this problem is to integrate
standards and to simplify end-to-end integration.

Standardized lab automation with KNIME Analytics Platform

We show how we integrated the SiLA standard (Standardization in Lab Automation) in KNIME
Analytics Platform through a collaborative effort of siobra, Biosero, HDC, KNIME, and the SiLA
consortium. SiLA enables the automation and digitizing of scientific laboratories through free and
open data standards and systems communication.

We utilize the SiLA integration in two use cases that automatically analyze
° microplate data and
) imaging data

These workflows are useful beyond these two use cases. The SiLA standard can be used in a lot
of different scenarios, and the workflows easily adjusted and applied to diverse projects. With the
demonstrated integration we enable lab scientists to perform their own analyses by building
reproducible workflows to automatically retrieve their data, blend them with other data sources,
and carry out different kinds of post-processing.

You can find videos of the workflows we built for the two use cases in action on Youtube. The
video demonstrates how KNIME workflows can automatically retrieve and analyze laboratory
data in one simple and intuitive environment for end-to-end data science.

SiLA for open connectivity in lab automation

The SiLA Consortium is a non-profit membership organization that brings together lab users,
vendors, and start-ups to define standards that permit information interchange in the lab. SiLA’s
mission is to establish international standards that create open connectivity in lab automation. It
provides a framework for free and open system communication and data standards to connect
scientists with the data that matters, and it is supported by some of the biggest and most
innovative names in the industry. It is built using a message-driven architecture based on HTTP/2,
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thereby supporting the delivery and management of data from a wide range of laboratory devices.
Devices expose their properties and commands (i.e., operations) to the network via the so-called
SiLA 2 server. A SiLA 2 client can then establish a network connection to the server and initiate
command execution on the device (Porr M. et al. 2020).

How does SiLA integrate with KNIME?

The SiLA consortium and its members maintain reference implementations of the SiLA 2
standard for various programming languages. Among others, an implementation for Java is
available here under MIT license. Since the sources are publicly available, siobra was able to
repackage this reference implementation and implement a light-weight wrapper that can readily
be used from KNIME Analytics Platform. Early in the project we decided to go for a proof-of-
concept implementation that uses Java Snippet nodes utilizing the aforementioned wrapper. To
make this usable (but also adaptable) by others, we have encapsulated this functionality into
shared components. Please note that in order to minimize the size of the components, the JAR
file containing the wrapper is available separately. This has also allowed us to iterate rapidly on
the integration together with the other collaborators, e.g. by replacing one instance of the wrapper
that is used in all components. It furthermore allows tech-savvy users to use components as
blueprints for connecting to their lab devices via SiLA (without the need to recompile and package
sources).

We have created three shared components to handle different tasks: one to extract binary data
such as images from the SiLA Server, one to retrieve XML data, and one to send the results back
to the SiLA Server. The three components can be found on the KNIME Hub for easy reuse.

° Get Binary Stream from SiL A Server
° Get XML from SiLA Server
° Send Results to SiLA Server

Get Binary Stream Get XML from Send Results
from SiLA Server SiLA Server to SiLA Server

> > b!

Figure 86 Shared components to retrieve binary (e.g. images) and XML data from SiLA Server and send the results
back to the server.
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Use Case: Automatic Analysis of Microplate Data

The first example workflow demonstrates how you can use the new shared components to
retrieve plate readouts (e.g., fluorescence) as XML from a SiLA server, process the data with
KNIME nodes, and send computation results back to the SiLA server. You can download the
workflow “Get Data from SiLA 2 Server and Send Back Results” from the KNIME Hub here.

The workflow comprises four simple steps as can be seen in Figure 87.

Get XML from Send Results
SiLA Server XPath GroupBy to SiLA Server

> » 2 » > = > r'

Open configuration Parse XML from Compute row-wise Open configuration
dialog to set host SiLA server average per plate dialog to set host
and port of SiLA2 and port of SiLA2

server server

Figure 87 Workflow to prompt measuring data on a microplate, extracting and processing the data and sending the
results back to the SiLA Server.

1. Get XML from SiLA Server

We use the shared component to retrieve microplate readouts. A connection to the SiLA 2 Server
is established based on the given host name and port and performing the measurement is
triggered. The data is then sent back to KNIME as XML.

2. Parse XML

The retrieved data is parsed into a table using the XPath node, which allows to perform XPath
queries to create a data table in an intuitive way.

3. Process the data

In this simple example, we perform a row-wise average per plate using the GroupBy node to
process the data. More complex operations including interactive visualizations would be possible
in this step as well.

4. Send Results to SiLA Server

In the last step, we send the data back to the SiLA 2 Server using the provided shared component.
In addition to the host name and port we also have to configure the column with keys and values.

Use Case: Automatic Analysis of Imaging Data
The second example workflow demonstrates how to analyze data from an imaging experiment
that comprises multiple, potentially multi-channel or time-resolved, images. That is, instead of
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well-structured XML from a plate reader, we receive binary data in the form of images from a SiLA
Server. In this example, we do not get each image as an individual file, but rather collected in a
compressed archive (e.g., ZIP). Once the contents have been extracted, we use the KNIME Image
Processing Extension to derive information from the images.

In Figure 88 below, you can see the entire workflow, comprised of the following steps:

Get Binary Stream Extract Files from Image Reader Send Results
from SiLA Server Binary Stream (Table) Cell Segmentation GroupBy Labeling Properties to SiLA Server
> »D > | » D > 3> > = » > .
Read all Aggregate by Extract input name

images input image to from segmentation mask
compute cell count

Figure 88 Workflow to receiving images, extracting cell counts, and sending the results back to the SiLA Server.

The steps of the workflow are as follows:

1. Get Binary Stream from SiLA Server

Request and receive a binary stream from SiLA Server. This automatically creates a Binary Object
column that can be handled with generic KNIME functionality (see below).

2. Write Binary Stream to Archive File and Extract

Take the Binary Object column and write the content into a file in a dedicated temporary directory.
Since we expect the binary stream to contain an entire ZIP archive, we create and extract such an
archive. A table with file paths (in this case: images) is returned from the metanode.

3. Read Images

Use KNIME Image Processing to read all received images into a column of a dedicated Img type.

4. Cell Segmentation

This metanode implements a simple, intensity-based cell segmentation approach. That is, the
cells in each input image are identified based on the fact that they show an increased intensity in
comparison to the background of the images.

5. Computing Cell Count per Image

Here, we aggregate information from all input images in order to compute the number of cells per
image. This information can, for instance, be used to determine if the cells have reached the
desired density to continue with the experiment

6. Send Results to SiLA Server

Using the aforementioned component, we send back the cell counts per image.
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Summary
Reproducible Workflows for Automatic Retrieval and Analysis of Lab Data

We learned today how to create reproducible workflows that automatically retrieve and analyze
laboratory data. All this can be done in one simple and intuitive environment for end-to-end data
science.

The collaboration of siobra, Biosero, HDC, KNIME, and the SiLA consortium worked together to
integrate the SiLA standard in KNIME Analytics Platform. In this article, we showcased the new
SiLA integration in two use cases: one automatically analyzes microplate data and the other
automatically analyzes imaging data. You can now simply download the shared components and
workflows and apply them to your own data. Try them out yourself!

References
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4.3 What are the FAIR guiding principles and how
to FAIRify your data

By Alice Krebs

Find the workflow(s) here: https://kni.me/w/Py9va0SQesbauPwsS

When research data cannot be found, when access, interoperability, and reuse are impaired, the
impact can be significant, hampering data-driven innovation and knowledge discovery,
jeopardizing the success of collaborations, and binding budget and resources in areas not
contributing to the competitive edge. The FAIR guiding principles, which were published in 2016,
aim at facilitating maximum data reuse and are now gaining more and more attention in academic
research as well as in industry, with many gatekeepers such as funding organizations and
publishers now enforcing their implementation.

In this article, we show how KNIME Analytics Platform can contribute to creating FAIR data sets,
from reading various data formats, to restructuring data, and extending the metadata to meet the
FAIR metadata standards with controlled vocabulary and user-defined information.

What are FAIR data?

Maybe you have already stumbled across the term FAIR data in various contexts? The concept of
FAIR has been around since 2016 (Wilkinson et al. 2016) and has gained substantial traction not
only in the academic research environment (especially in health and biomedical research), but
also in industry.

FAIR is an acronym and stands for Findable, Accessible, Interoperable, and Reusable. Behind
those four words is a set of principles that focuses on ensuring that research data and objects
are available and reusable and thereby will be actually reused. Some estimates say that up to 80%
of results from publicly funded research is never used again, e.g. included in a meta or re-analysis.
Considering the technical possibilities we have these days to deal with data, this is a massive
waste of resources. The reason for impaired reuse lies often in insufficient documentation of data
and metadata, or formats that are not machine friendly. Leaving these resources untouched
negatively impacts collaborative research activities, costs, and resources. Hence, ensuring that
data is reusable also ensures the value of these resources is maximized as much as possible.

The ultimate aim of following FAIR principles is that machines as well as humans can find, access,
interoperate, and reuse each other’s data stemming from research or other objects. That extra bit
of value lies for sure in their emphasis on machine-actionability, which has been lacking in
previous initiatives, for example like open source. Gatekeepers like publishers or funding
organizations have picked up the FAIR principles to various extents and mandate their
application.
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How you can use KNIME to help make your data FAIR

This is the more interesting issue here. Well-structured, machine-readable, and documented data
are not only important for people working with big data or databases: This also applies to people
that maybe don't feel addressed in the first place because they only handle a manageable amount
of data. These are often present in unstructured Excel spreadsheets, maybe with some manual
analysis right next to the ‘raw’ data. KNIME Analytics Platform is a great tool for re-structuring
these kinds of data and bringing them into a machine-friendly, interoperable form. KNIME
Analytics Platform can read numerous different file formats, extract data, and transform them. It
can concatenate tables or combine/join them on user-defined criteria, and all of that without - or
only a minimal need for - coding. It can be used to extend the metadata with controlled vocabulary
and even automatically write the output to respective repositories.

The workflow, FAIR data with KNIME, presented here represents a use case from academic
research, more precisely from toxicological testing. It uses data derived from a cell-based in vitro
assay conducted on 96-well plates, in which the effects of substances on the cells are evaluated
using automated microscopy and image analysis. This workflow is in principle applicable to any
assay that is conducted with a fixed plate layout.

Concatenating the input data

To avoid confusion, we want to quickly specify the terms data and metadata for the ones who are
not familiar with them: Data refers to a piece of information, e.g. numbers from measurements
or quantification, images or observations. Metadata refers to data describing the data. Metadata
specifies the relevant information about the data which helps in identifying the nature and feature
of the data.

The data that have been used in this example are data from the image-based NeuriTox assay
(also called UKN4), which assesses neurite outgrowth of human dopaminergic neuronal cells in
response to substance treatment. In this assay, a proof of concept substance library assembled
by the U.S. National Toxicology Program (NTP) was screened, and the library comprised 80
(potentially) neurotoxic substances. If you are interested in the outcome, the results were
published in 2018 in this paper. All the data files used here have been kindly provided by the Leist
Lab at the University of Konstanz, Germany.
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The actual raw data are images and won’t be shared here, but we're going to keep it as raw as
possible. At this stage that’s the numeric outcome of automatic image analysis, which has been
stored in 48 individual Excel files of a defined format (see Figure 89). The technical replicates are
represented by the three blocks of columns, while the three different endpoints are in row-wise
blocks (and to answer the attentive reader's question: Yes, the technical replicates are on
separate plates. Yes, that's unusual, but it has been really thoroughly tested and validated and it
does not affect the variability of the outcome).

technical replicate 1 technical replicate 2

(i s e

T e 75 et

endpoint

Figure 89 Structure of the initial data Excel files containing quantifications from image analysis. The technical
replicates are represented by the three blocks of columns, while the three different endpoints are represented in
different rows below each other. This representation might be comfortable for humans, but is not suitable for machine
handling and parsing.

The information about the compounds and their tested concentrations have been stored in two
separate Excel files. One provided information about which Excel file contained the raw data of
which compound (Figure 90), and a second Excel file included the compound concentrations,
plus some more general information about the compounds, such as the chemical formula, the
molecular weight, the CAS No., the supplier, etc.
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& 20140731 _56_Toxcast_sub0é-10 2 Saccharin Sodium Salt be6-Hydroxydopamine hy Valproic acid sodium sal 2 hyoxy: vol barbital sodiem 5 82385-42-0  25094-15-7 1069-66-5  105-56-4 57-30-7
10 2n 20140815 _5G_Toxcast_sub06-10 3 Saccharin Sodium Salt b 6-Hydroxydopamine hys Valproic acid sodium sal 2-Methyoxyethanol  Phenobarbital sodium s B2385-42-0  28094-15-7  1069-65-5  109-864  57-30-7
11 20140731_I0_Toxcast_subl11-15 1 2- ethylhexyl diphenyl  Dieldrin Prrene Tetraethylthiurarn disul Dif 2-ethylhexyl) phthali 1241-84-7  60-571  129.00-0 97778 17817
2 20140731_5G_Toxcast_sub11-15 2 I- ethylhexyl dighenyl £ ieldrin Pyrene Tatraethylthiuram disul Di{2-ethylhexyl) phthali 1241-54-7  §0-57-1 125-00-0 97-77-8 117-81-7
13 2n 20140815 _5G_Toxcast_subl1-15 3 - ethylhexyl digheny! f Dieldrin Pyrene Tetraethylthiuram disul Di| 2-ethylhexyl) phthali 1241-94-7  60-57-1 129-00-0  97-77-8 117-81-7

Figure 90 Structure of the Excel files containing information about the substances. The Excel file in A) links the
substances to the according Excel files, while the Excel file in B) gives more information about the substances
themselves (e.g. chemical formula, molecular weight, supplier, etc.).

Step 1: Re-structuring data to make them machine-friendly

In a first step, the data are extracted and re-arranged in a way that each row represents one data
point, and technical replicates of the same data point (i.e. compound effect at a defined
concentration) are not located in separate columns anymore. Having data from three plates in
an actual plate-like layout next to each other in the same Excel file might be convenient for
humans, but machines have a hard time parsing that structure. Using a loop, this is done for all
48 data files and the resulting data table is extended with each iteration. In the end all values
(representing number of (viable) cells and neurite area) are now listed underneath each other in
one column, while the endpoint they represent is indicated in another column, as well as the
position on the cell plate and the technical replicate they originate from (Figure 91). This might
not be that neat for humans anymore, but enables machines to easily parse the data and deal
with it.

S| Fiename [D]valie  |[[S]Endpont  [[S]CelPlat... |[§] CelPiat... |[S] TechnicaReplicate
20140731_J0_Toxcast_sub01-05 |1,034 Valid Object Count |B Coloz2 1
20140731_JD_Toxcast_sub01-05 |1,167 alid Object Count |B Cold3 {1
20140731_)0 Toxcast_sub01-05 |1,132 Valid Object Count |B Cold4 |1
|20140731_JD_Toxcast_sub01-05 |1,220 Valid Object Count B Colds |1
20140731_10 Toxcast_sub01-05 (1,136 Valid Object Count |B Cols 1
20140731_ID Toxcast_suh01-05 |1,194 Valid Object Count |B Colo7 1
20140731_ID_Toxcast_suh01-05 (921 Valid Object Count |B Col0d 1
A AT WY T L e Lma A ITANTD Arbd Ml L e Il Ear laTe 4

Figure 91 Structure of the newly generated data table. Each data point is now represented by one row, while the
endpoint is indicated in a separate column, as well as the technical replicate.
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Step 2: Adding the compound information

In a second step, the information about the tested compounds is added to the previously
generated data table. Before, that information was stored in two separate Excel Tables. The data
are re-arranged in a way that both compounds and CAS numbers are merged upon the file names
of the original Excel input sheets. Information like supplier, structural formula, etc. are extracted
and appended to the data table.

Step 3: Enriching the data with chemical identifiers and controlled vocabulary

To improve interoperability and simplify data re-use in other contexts, the information about the
chemicals has been extended by SMILES, InChls and InChl keys. Originally the chemicals were
provided only with CAS numbers as identifiers, but these are not very applicable for many
purposes. We used REST API to retrieve the SMILES of the substances from an NIH resource.
These were then also converted to InChl and InChl keys using the RDKit KNIME Integration
community nodes. This facilitates further use in a cheminformatic context, e.g. substructure
search, etc.

Information about the biological target of a substance or its use is always nice to have. Therefore,
we extend the metadata with information from the ChEMBL and ChEBI database using REST API.
Knowing about the roles, effects and molecule type, for example, is not only useful for human
researchers; having the identifiers and defined vocabulary of widely-used databases and
ontologies in this field enhances interoperability and complies with the FAIR principles.
Furthermore we extracted metadata about the request such as database and API version, release
and query date.

Step 4: Adding user-defined metadata

There are no intrinsic metadata to the quantified values available, but we want to add some user-
defined metadata that will help others to understand the data table and give more information
about each column and the data therein. To do so, we use the interactive Table Editor node which
allows manual entries to an existing table. We added for example information about what the
control samples actually are, units or links to the DB-ALM assay protocol and the ATCC cell line
registry (DB-ALM is the EURL ECVAM Database on Alternative Methods to Animal
Experimentation, ATCC is the American Type Culture Collection).

Step 5: Writing the data and exporting the workflow summary

In the last step the data table and the metadata created in step 4 are exported as CSV files. We
are using flow variables to ensure that the data table and the user-defined metadata share parts
of the file name. This way the two files can be nicely matched. To ensure maximal transparency,
we will also export the workflow summary of this workflow used to create the data table and
metadata. This summary can be obtained either by ‘File > Export > Workflow Summary
(JSON/XML)..." menu in the KNIME Analytics Platform, or through a KNIME Server's REST API
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(Figure 92). It can be either a JSON or XML file, and if you want to extract the

information from that file, this component will help you.

KMIME Analytics Platform
File Edit View MNode Search Help

™ New.. Ct+N b & F) ODE=Hq
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Figure 92 Exporting the workflow summary in XML or JSON format. The workflow summary contains information e.g.
about the workflow version, the KNIME version it was created with, the operating system, the environment and

information about all the nodes within the workflow.

It should be pointed out that by no means the use of KNIME alone makes data FAIR, and there are
for sure aspects of the FAIR principles that KNIME is not suitable for (mostly concerning
findability and accessibility), e.g. creating persistent, unique Identifiers (PID). The DOI (digital
object identifier) is probably the most widely known and used persistent identifier, but these can
only be assigned by DOI registration agencies (KNIME is not one of these). However, KNIME can
be used to introduce identifiers of individual data points within the data set.
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KNIME can contribute to interoperability and reusability, as we have shown in this blog post
(Figure 93).

It can read, write and integrate numerous different file formats (serving principle 11), be used to
extend the metadata with a controlled vocabulary (in this case GET requests to chEMBL and
chEBI, serving principle 12)

Give qualified references (in this case extending the metadata with roles of the substances as
defined in the chEBI ontology, principle 13)

It can add plenty of user-defined metadata e.qg. the ID of the DB-ALM assay protocol, DOI to linked
publications, the ATCC cell line registry or the contact details using the interactive Table Editor
serves principle R1, and specifically R1.2.

The workflow summary provides information about how the data table was created, therefore
also serving principle R1.

Any workflow itself will be assigned a unique short link when it's uploaded on the KNIME Hub,
providing something identifier-like (we are well aware this is not a full-grown PID). Although the
principle of accessibility is mostly covered by the data repositories, we want to mention that data
can be shared within a workflow. As KNIME Analytics Platform is an open access data tool, this
provides partners not only with the data, but also with the process with which it was created.
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Figure 93 FAIR aspects that KNIME can contribute to.

Summary of how KNIME contributed to FAIR data management

We have created a KNIME workflow that combines the data from 48 individual data Excel files
into one large data table. While the Excel sheets were convenient for humans, they were not very
machine-friendly. The data about the tested chemicals that were previously provided in two
separate files are now integrated into the large data table. The chemical identifiers were extended
by SMILES, InChl and InChl keys using the RDKit KNIME community nodes and REST API to
enhance interoperability. The metadata was extended by domain-specific, controlled vocabulary
using REST API and programmatic access to the chEMBL and chEBI databases. To comply with
FAIRness, details about the used databases and ontologies are extracted as well. There is no
‘intrinsic’ metadata available e.g. for the image analysis, but we added plenty of ‘user-defined’
metadata. The data is now ready to be uploaded to a (project-specific) data repository, meeting
the funding requirements of the project. Depending on the repository the (meta)data should be
deposited at, KNIME also facilitates automatic upload using a PUT request. Project partners or
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researchers working on follow-ups can now access a well-structured data table that enables them
to recapitulate the published results and integrate it with newly generated data or data from
chEMBL for example.

KNIME itself contributes to FAIR data management by providing extensive metadata about
workflows (exportable workflow summaries), as well with the KNIME hub where workflows can
be made publicly and persistently available by and for any user, ensuring transparency and
reproducibility.

In case you are dealing with laboratory data such as microplate or imaging data, next week’s blog
post about retrieving raw data directly from laboratory devices and automatically analyzing it with
KNIME Analytics Platform might be interesting for you as well. Go and check out the new SiLA2
integration in the Life Sciences space on the KNIME Hub.
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