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Th@ CMO Sur\/@y® ) ECONOMIC SECTOR

« Sample of 2,747 Marketing Leaders
among top for-profit companies

* Results from March 2023 — 314
respondents (?7% of respondents
with at VP level or above)

m B2B Product m B2B Services
m B2C Product B2C Services
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,}' 45.0%

We are using our
social channels to
sell products and

services

{ 61.2%

We increased the
number of channels
we use




Brand 24.1% 14.1%
Advertising 92.3% 16.3%
Digital Marketing 90.5% 14.5%
\Sociol Media 80.6% 10.1%
/Marketing Analytics 77 .9% 111.3%
Marketing Research 73.9% 113.2%
Insight 56.8% 13.5%
55.9% 18.6%

\Compe’ri’rive Intelligence

J
!
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The CMO Survey =
What is Marketing primarily responsible in your company?¢

Activity W Increase from 2020

Marketing
professionals need to
know how ADD VALUE

to product and
service offerings

Marketing
professionals need to
know how MEASURE
VALUE CREATION
through marketing
activities



The CMO Survey =

To what extent does your company have the right talent to fully leverage marketing analytics?
(1= Does not have the right talent; 7= Has the right talent)

7

4.1

4 3.7 —

3.4 g
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3

2

1

Aug-13 Aug-17 Aug-22
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There is a difficult to fill
professional GAP. |t
requires abilities in
marketing research, data
scraping, statistics,
machine learning, and
(potentially) app building

LUISS Ar



4

Not an easy task,
specially in the last 5
years (but improving)




“Meet your Customers”

Result of 3 years of collaboration with the evangelist team

Journal of Business Research 137 (2021) 393-410

Contents lists available at ScienceDirect

Journal of Business Research

R journal homepage: www.elsevier.com/locate/jbusres

Machine learning for marketing on the KNIME Hub: The deve
live repository for marketing applications

Francisco Villarroel Ordenes®, Rosaria Silipo "

* Department of Business and Management, LUISS University, Viale Romania 32, 00197 Rome, Italy
b KNIME, Hardturmstrasse 66, 8005 Zurich, Switzerland
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Marketing
Activities (e.g.,
Customer

Segmentation,
Marketing Mix)

Data
Protection
and Privacy

(e.g.,
anonymization)

Direct Marketing Impact

Customer
Perceptions
(e.g., Brand,

Quality,
Sentiment)

Customer

Behavior (e.g.,
Retention, Word
of Mouth)

LUISS

W Learning & Reinvestment

Product-

Market Impact
(e.g., Market
Share, Unit Sales)

Customer
Level

Performance
(e.g., CLV, RFM)

Accounting
and Financial

Performance
(e.g., Sales
Revenue,
Profit, ROI, Stock
Performance)

Adapted from Katsikeas et al. (2016) 10
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Chapters and Cases

Segmentation and Personalization (Clustering, Rec. Systems)
Consumer Mindsets (Brand Reputation, Sentiment, SEO, CX)
Consumer Behavior (Attribution, Churn, Page Views)
Customer Valuation (CLV, RFM)

Data Protection and Privacy (Anonymization)

Marketing Mix (Pricing)

Other Analytics (Image Analysis, Network Analysis))

NSO~ WODd =
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Data

(Structured &
Unsiructured)

«

« Demographics

« Call Center

» Purchase
 Churn

« Google Analyfics
* Views

» Clicks

» Purchase

* Price

* Online Reviews
« Community Forum
 Google SERP

« Tweets

« Brand Images

LUISS Ar

Models

(Statistical - NLP-
ML - DL)

«

 K-means

» Associatfion Rules

« Collaborative Filtering
« Topic Models (LDA)
 Word Embeddings

* Lexicons

» Transformer Models

« Random Forest

« CNN, SVM, NB, DT

« Shapley Value

» Logistic Regression

« Ordinal Logit Regression
« ANOVA

« CLV

Integrations

Use Case Collection

(Databases, Platforms, oy e

P. Languages)

L N
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SAP

Spark

Twitter API

Google Cloud Vision API
Google Search API
Google Analytics API

R Studio (Statistics)
Python (ImageNET)
Keras Deep Learning
Boilerpipe API (Scraping)
The Color API

12



Case 1: Brand Reputation Tracker

reputation

'&-.v/..-

<
Web ages
38,000,000 found result

Did you mean : reputation
http://searching=info.7680742952.html

onyms for the word reputation with free online antonyms , thesaurus , and defis A
e provide services and products in the area for enquiries please contact “
,{f/ “antact us - Ranking - other stories
ing Results for tation
Isearchengine=j ‘ 2952 html

search of the wog,

Kion have resulted in at

us - Ranking - Other stories - Contact
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The CMO Survey s

100% 92.9%

oo, 88:2%

80%
71.6% 69.2%

What is the main -
reason for using
social media

marketing?

20%
10%
0%

Brand Brand Acquiring Introducing
awareness promotions new new products
and brand (e.g., contests, customers and services

puilding Coupons)

LUISS P 14



The CMO Survey =

Marketing metrics send powerful signals on business impact

How consistently do you measure the following components of marketing?

Most in-use metrics Least in-use metrics

69.9% Customer experience/engagement _ 23.7%

Net Promoter Score (NPS), willingness to recommend _ 20.8%

Sales, revenues

Digital/web/maobile performance _ 55.6%
Brand awareness - 12.6%
Content engagement _ 43.4%
Customer lifetime value (CLV), customer profitability - 12.1%
Lead generation _ 40.3% Marketing infrastructure investments (data, tools, technology) - 10.9%
Lead conversion 36.9% [ Brand differentiation, customer willingness to pay premium - 9.7% ]

Customer/market insight quality-breadth and depth - 9.2%

Customer/market insight usam 9.2%
34.7%
’ [ Brand equity value . 6.6% ]

67

Campaign costs, efficiency (e.g.,

(]
production, content reuse) 34.8%

Campaign effectiveness (e.g., GRPs, reach,
frequency)

© Christine Moorman

LUISS r 1



Brand Reputation Tracker

“Overall impression of how stfakeholders think, feel, and falk abouft a
brand. This is typically due to brand events that affect firm financial
performance”

1. Value Equity: rational and objective aspects of a brand, such as
quality and price

2. Brand Equity: subjective feeling that a customer has about the
brand, such as brand sentiment and brand image

3. Relationship Equity: fies between the customer and the brand,
such as community building and personal connection

Rust et al. (2021)

LUISS r e



Brand Driver — NLP Lexicon

Table |. Brand Reputation Drivers, Subdrivers, Descriptions, and Dictionaries.

Driver Subdriver Description Positive Dictionary Negative Dictionary
Brand Cool Is the brand known for being trendy, Trendi, hip, awesom, cool, modern, Ordinari, lame, ancient,
hip, awesome, cool, stylish, and stylish, current, sexi averag
sexy!?
Exciting Does the brand bring a sense of Fun, excit, inspir, happi, thrill, Bore, dull, uninspir, tire,
excitement to its products/services, stimul, live, interest bland

such as being fun, exciting, inspiring,
and stimulating?

Innovative Is the brand new, smart, MNew, smart, invent, advanc, cut, Old, old-fashion, tradit,
technologically advanced, intelligent, futurist, intellig, progress, innov, uninterest, outdate
innovative, creative, novel, and technolog, creative, novel,
cutting edged? cutting-edg

Social responsibility Is the brand caring, benevolent, giving, Benevol, give, benefici Greedi, uncar, irrespons,
and beneficial! evil, profit

LUISS r '



Text Mining Replication of Brand Reputation Tracker using live Twitter Data
This workflow uses the 4 dictionaries of the "Brand Driver" provided in the article by Rust et al. (2021) in Table 1. To use other dictionaries from the "Value driver" or "Relationship Driver"
please access the article here and create the dictionaries using a similar approach as in the workflow below (Text Mining Dictionaries Part)
Text Mining Construct
Operatlonallzatlon Nets Normalizer Line Plot
S ’
o

Access the article here: https://doi.org/10.1177/0022242921995173
Twitter API
Connector Twitter Search Data Cleaning (Dictionaries)
Positives-Negatives Net scores o
Visualization
of Brand

for each brand

! e 1) Retweets out  Brand Reputation Attributes:
eqer recent tweets to 2) Only English 1) Cool, 2) Exciting, 3) Innovative
Credentials from @Amazon 3) Duplicates 4) Social Responsability reputation attribute
a Twitter API Reputation
Attributes
query @amazon
search for recent
\%onary Tagger Dictionary Tagger Dictionary Tagger Dictionary Tagger
number of rows 30.000 T > > SR I
= p = p— = p—— = p——
» B8 p B4 p B8 p B4
number of retries 02 f o ;f [®]
/’ . ) / .
Positi | Negative Positi | Negative
return intermediate results ve\ [ Ve\ [
Table Creator | Table cr\ator
fields | x \
Y g B,
Profile Image
tweets I users [ETL G
Favorited Count ID Cool Exciting
Description

Retweeted Count




RUNWAY SHOW: CHRISTIAN DIOR S/S 23
WOMENSWEAR

D 10T 2022 Tweets about @Dior e

Watch the Christian Dior S/S 23 womenswear show in Paris.

PARIS

Brand Drivers

-30
- eW style

-5.0 Fashion

4 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 ])i()l‘ 21(:(:1186(1 ()f 'Cllltlll"(lll}‘f 45 46 47 48 49 50 51 52 53 54 55
appropriating’ centuries-old Chinese s -seme - s e

LUISS F skirt 19
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Case 2: Marketing Attribution

LUISS Ar
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Methods for Measuring Atiribution

» Touch-based attribution (e.g., First Channel, Last Channel)
 Logistic Regression Models

« Shapley Value (What happens if removing one channele)
« Rondom Field Experiments

* Markov Chain Models

LUISS r 2!



Attribution Modelling

This workflow is based on the book chapter "Attribution Modelling” by de Haan (2022). It replicates the analysis of the book chapter using KMIME Analytics with R integration nodes.

After a brief overview of the data with descriptive statistics, the workflow follows the aforementioned book chapter by running through again the different attribution models analyzed in this work, from the simplest ones (i.e.
ffirst channel attribution) to more complex models like the Shapley values-based attribution method. The workflow is then completed with an interactive dashboard reporting all the visualizations produced.

Attribution modeling is a relevant field of research for marketers as it allows them to give the correct credit to the contribution made by each channel along a customer journey . It improves marketers ability to outline what
are the most decisive channels in a customer journey that concludes in a conversion (i.e. a purchase, a click, a subscription), making more efficient the budgeting-allocation process.

Descriptive Basic touch-based attribution models Correlation and Regression Shapley values Randomized field experiments Dashboard
statistics attribution models model
First channel Last Channel Logistic regresssio Logistic regression
attribution attribution model 1-2 model 3-4-5-8 Dashboard
: B ’& \\. / _ﬂ-. ' .‘/._ ’E\.
Excel Reader ' !
B » . = . : : -
et ! Descriptive |/ ‘ Average channel / /
[ ] | statistics ( '\ attribution ‘Linear Correlation / | Shapley Value |/
Data \ E / \ n / : AN u / |

LUISS
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Total occurrence per channel

8 X =

Barchart representing most frequent touchpoints between a firm and its customers or potential customers

Direct_visit
Banner_impression
SEA_brand_click

SEA_product_click

Channels

Price_comp_click
Banner_click
Email_received

Email_click

50000

Total occurrence

Shapley values based attribution model

It shows the incremental effect of each additional touchpoint in the customer journey

Clear Sorting

Customer_path Conversion_probability
Banner + SEA_Brand + SEA_Product 16.28%

SEA_Brand + SEA_Product 7.45%

Banner + SEA_Brand 11.8%

Banner + SEA_Product 5.96%

LUISS

100000

Missing_Channel_Impact
0.0%

8.79%

4.48%

10.32%

Conversion rate

10%-

Conversion rate by Banner_seen and Firm_banner

Banner_seen

23

Firm_banner

[
B




Case 3: Image Analytics for Marketing

“74% of the content generated by users and firms contains some form
of visual elements, including photos, illusfrations, videos, and data

visualization” (Vengage 2021)

How to craft engaging content to
compete in today’s attention
economye

LUISS r 24



Google Vision API

*

1. Here we connect to Google Cloud Vision and import a batch of
images for analysis.

Authentication

Keys upload Google Vision AP POST Request Loop End
—

> R L
) EETY I.F-_I:
] ] ] ]
Upload .json file with ' Collect data

authentication keys from all terations

Ligt FilesiFolders Data preprocessing Chunk L-:n-u:-p. Start

__'E_iEI* ﬂ > = >

[ [
Read data Analyze with Googh
Fead from local Cloud Vision &M
filesystem to in Chunks of
analyze yvour data 3 images

2. Data processing to visualize color concentration and image labels.

Image properties Get color pics Joiner Select image

»> e
0 i g

1. Select an image
| =="Close and Apphy

3. Data processing to create a wide table
ith columns indicatinglabel presence (1 or

). ¢

Label detection Label presence

) >
=z W
»

LUISS Ar

Visualize
|
>

2. Visualize
dominant colors

25



Marketers can analyze batches of photos about
their content, the competition, or their customers

| File Edit Hilte Navigation View
Table "default” - Rows: 60  Spec - Columns: 8 Properties Flow Variables
Row ID [S]File name |13 Image [D]red [D] green [D]blue [S]hexcol... |[S]percent | g3 body
207 104 #BFCF68 3% Wild Willow
176 65 #FS5B041 2% Cosablanca
28 30 #ASICEE 2%
129 29 #6E811D 2%

Output data - 0:153:150 - Column Resorter - [m]
File Edit Hilite Navigation View
Table “default™ - Rows: 6 ' Spec - Columns: 57 Properties Flow Variables
Row ID [S] File name |1, Image [1] Aircraft  |[1] Airplane |[1] Art [1] Astron.... |[1] Automo...|[1]Font [1]Recrea... |[1] Slope [1]space [1]sports... |[1] Cuisine  |[1]Dish
Row0_Row0 0.jpa 0 0 0 0 0 0 0 0 0 0 0 0
Row1l Rowl 1.jpg 1 1 1 1 1 1 1 1 1 0 0
A
4 o = >
=Y
’ ) [
Row2_Row2  |2.jpg -, 0 o o 0 o 0 o 0 0 o 1 1
bt

LUISS Ar
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Image Feature Mining

Select one image:

0.jpg

description: Dog

topicality: 0.95882124
L4

1ipg

description: Aircraft

topicality: 0.8476757

2.jpg

description: Food

topicality: 0.98269916

3.jpg

description: Bottle

topicality: 0.95118254

4.jpg

description: Santa claus

topicality: 0.82183945

5.jpg

description: Bottle

topicality: 0.96277374

Showing 1 to 6 of 6 entries

Show image features

LUISS

i

Dominant Colours

25
20

O\Q

2 15

Q

et

I 10
5
0

#6, #g "%
= J 5'2' é?o 55 (s} 5‘96‘

13

Ao g, e A #
) %, 3, k) &,
3 80 If':)C\O C\Fé}? 8o, 7 i) % & i

Colour Hex-encoding

Label topicality

Carnivore Companion dog Costume hat
Whiskers
10%
9%

Dog

9%

10%

Dog breed Dog supply Fawn Party hat @ Plant

10%
10%

10%

1%
1%

27



Ongoing Projects. “Image Dynamism”

“Images can generate perceptions of movement, which can increase
consumer attention and engagement”

Dynamic
Images

Static
Images

LUI S S W (Roggeveen et al.2015) 28



Image Dynamism Classifier

Conda Environment
Propagation

c

fread master model
Downloads required Model Reader
Conda Packages

‘E. —

Model to predict dynamism

This workflow reads and predicts the probability of dynamism (ongoing action) in an image

Jusing/connecting them in the classifier (Keras Network Executor). In file 1), images are already read and pre-processed. The last part of the
workflow allow users to save the classified (static vs. dynamic) images in their machine

Keras Network

. Images need to be read and preprocessed before

E:e-::utor Many to One Rule Engine Excel Writer
B I - S
Es el ° ® .
Apply model to any._ Create Assign Export table
of these: ™ "Prediction” column predictad class to a folder in user
1) Sample Testing Set value local machine

2) User's folder
3) Column with URLs

1) Sample of testing images used to
assess the accuracy of classifier

(details on article) folder in their machine.

Table Reader

BH

List Files/Folders

2) The "list file/folder” node uses an internal folder of the workflow
with 10 random images. Users can read from "Local” to read a

Pre-Processing

-

ww

D3 »

ELL]
@ L]
Sample of Testing Set User's Folder

LUISS Ar

> >

Mormalize and Resize

3;}"T-he___ "excel reader” node below reads images
coming fram a table having a column with URLs. In
this case tweets from @cocacolaco.

Excel Reader P.féLPrgf:essing

-

By > >

Column URLs  MNormalize and Resize




Thank you for your atiention!

fvillarroel@luiss.it

LUISS Ar
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Case 4: SEO

» Search engines (e.g. Google) rank web pages and brand

content, according to the presence

conceptually or semantically related.

« How can marketers make their web

of keywords that are

search engines and make it easy to 1

LUISS Ar

oages stand out to
Ind to public?

31



fear{:h Engine Optimization {5EQ): Find Terms to Use In Your Web Pages by Semantic Keyword Research

In thiz example workflow, we are using Verified Components to:

— Extract tweets containing external URLs which were tweeted using the component. Bar Chart
— Use Gooegle Custom Search APl to get search results and their web addresses.
— Scrape webaddresses returned by each of these components. [
—-Wizualize each of theze resultz. -
Connect to Google Custom Seardlil
Row Filter
- Log to vour Google Cloud (cloud.google.cor
- Apply for Custom Search APl in console. Google URLs ) ) > 2
_Enable AFlin Dashboard Extractor Column Filter Strings To Document
- Create new project. )
1|l
- GetAPI Keyand Search Engine ID I Q H > > =5 top 10
- Copy and paste it in configuration dialogue along keywords
with search query and other fitters. - - -
Concatenate Web Text Scraper Keyword Searc Row Filter Object Inserter Network Viewer
>
o (=T —
(2 Row Filter ST N & .
Connect to Twitter APl - 2 - - -
Twitter URLs =1 top 100 rows Assign nodes
- Log to vour Twitter Accounttwitter.com Extractor » and edges
- Apphy for a Developer Account
developer.twitter.com/applicatipn O top 20 for
- Create new app @pps.twitter.com/app quick execution Tag Cloud
- Select created app "Details” = "Keys and fokens™ ® POS T
- Copy both "AP| key™ and "secret key” move ags '
- Paste to Twitter URL= Extractor node Configuration dialegue
- Create the "Access Token™ &
- Copy and paste "Access token™ top 250 words
and "token secret” to the same node dialogue.
EEE—— E—
) o
Websites Scrape Keyword Visualize

LUISS Ar
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JavaScript Tag Cloud View = ] X

degree - .
winier I.:IIIIFIIIIIIII! explating
SCIENCES leaders e Clean
UNIVErsily's account fecme
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CIIOWS DT ALIG. ;icromasiers e ==,

mr:”;ﬁ:::uncansmne [ assuclate tecewe
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estabiisied oo CIUSTEIS focal exons
weisine Sz 'S SfI@CIaliZation
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top-ranked Subscribhe s[a[ls"[:s models
I.;lms—am kasa msdsgsas-phd al“mnl nlenaalng anrlhmm:‘:lﬁcnmmerclal—nnﬂerws
sutonomous = o cearch MSHSMBA s = medicine chemist

airess magnificemt  AIer moger o
CTOSS-UiSCIDlinarY namess
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age

Reset | Apply |« | Close |

Most frequent single keywords

LUISS

Grouped Bar Chart
Top 10 Terms
data
science
learning
course
scientists
program
courses
learn
machine

business

= O X

8&@s

@ Weight

=

[
=1
=
.
=
=
[=)]
[=]
=
o
=]
(=]

1004

Reset | Apply | «  Close | a

Top descriptive keywords from LDA
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LUISS

Metwaork Viewer —

business
mac;ine O

learning

Correlation Graph

scientists

science
learn data

courses

program

course

Reset  Apply

a Cloze a

Most frequently co-occurring words

i
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Case 5: Sentiment Analysis

Lexicon-based

Using dictionaries and
grammar rules to
understand the
sentiment.

Example:

Negative words vs. Positive
words in a review

Negations to change the
polarity of the word sentiment

Infroduce more complex
grammar constructs to
understand the exact sentiment
in the sentence.

| did not say that | do not like
those shoes.

LUISS Ar

Traditional ML

Using the classic
Machine Learning
Construct:

- An application to train a
ML model

- An application to deploy
the ML model

Core ML as of:

- Decision trees and tree-
based ensemble
algorithms

- SVM
- Regressions
- And soon ...

LSTM (Deep Learning)

BERT (Deep Learning)

Using LSTM units within
a neural network to
exploit the sequential
character of text.

This architecture has the added
benefit of incorporating
grammar rules, like negations.

The longer the input of past
words/characters, the more
complex the grammar structure
that we can introduce.

BERT are Google pre-
trained neural
transformers.

Advantages:
- They are pretfrained
- On Google data

Disadvantages:

" They reside somewhere
externally

35



raining

LUISS

Building a Sentiment Analysis Predictive Model - BERT
his workflow uses a Kaggle Dataset, including 14K customer tweets towards six US airlines {hitps:fwaaw kaggle. com/orowdflowentwitter-airline-sentiment). Contributars annotated the valence of

he twaeats as positive, negstive, and neautral. Onee users are satisfied with the model evalustion, they should axport the treinad BERT maodel for deployment to classify nen-annotated data.

1. Read annotated
ftwitter dataset.
Besides the node
ito read S5V files
joelow, KNIME
jorovides s wide
Fange of nodes to
read different
idatastet formats
le.g., pargquet,
li=on, images etc).

C5V Reader

E_.p

]
Kaggle Dataset
N=14840
Tweets from
consumers to
airlinas

. Data Manipulation/Preparation.Simplified process of dats
manipulation/preparation. Usars could also add more pre-
processing using text mining extension

Duplicate
Row Filter Column Filter String Manipulation Partitioning
»
wye oo
L e L L =0
L] ] ] ]
COnly text and lower case text 80% training
category 209 testing

3. Uplead, Train, and Apply a BERT modelTo execute this part of the

fworiflow, users need to have a dedicated Python envirgnment and then

must select File-=Preferences-=KMNIME->Python deep leaming-=Tensor

flow 2. The enviroment neads to have the following packages installed

https:/fhub knime.comfredfield/extensions’se redfield. bert. feature/latest
BERT Model Selector

Bafore using create

g folder in your
la |}t{}|} in which BERT Classification

upload BERT Learner
model n B
2
i >
]

Without fine tuning
BERT Predictor

n
>

4. Ewvaluate the Model.
This part of the wodkflow
fwrites the trained model
ito a file and validstes itd
S CouUracy.

Model Writer

.
L]
Save model

Scorer

>
| 3
L=,
L]
82% Accuracy

i

36



Deployment

LUISS

Deploying a Sentiment Analysis Predictive Model - BERT
his workflow applies a BERT model, trained over a Kaggle Datas & (hitps:iiwww kaggle comicrowdfloweriwitter-airline-sentiment), on new tweets around oo to

predict their sentiment. The last component visualizes (1) the bar chart with the number of neg ative/positive/neutral tweets, (2) the word cloud of all collected tweets,
and (3) the table with all collected tweets.

1. Collect and process twitter data. Users could also
collect data from more brands simultaneously and then
concatenate tables.

2. Read and apply trained BERT model

3. Visualize data. (1) bar chart of #
positive, negative, and neutral
eets; (2) word cloud; and (3)

able with tweets.
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Sentiment Analysis: The Results
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