
Welcome to 
BERT Text Classification for Everyone
Going live at:

Chicago 11:00 am

San Francisco 9:00 am

New York 12:00 pm

Berlin 6:00 pm
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Housekeeping
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• Post in the chat where you are dialing in 
from and discuss with other attendees

• Questions? Post them in the Q&A

Questions will be answered after the 
presentation. 
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Rapid application development
         
Reference implementations
         
End to end data science projects
         
Training & support
         
KNIME Server Cloud 
implementation
         
Node development

• Data Engineering

• Data Science

• Network analysis

• Text mining

• Anonymization technologies



Agenda
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• Short introduction to BERT
• BERT nodes for Knime review
• Dataset gathering
• Training parameters settings
• Live demo
• Future developments



Understanding BERT
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Source: Google AI Blog

(2020)

https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html


Understanding BERT
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PRE-TRAINING
FINE-TUNING

TRANSFER LEARNING

Learn on one task or dataset Transfer what has been learnt
to another task or dataset

PRE-TRAINING FINE TUNING



Understanding BERT
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PRE-TRAINING
FINE-TUNING

TRANSFER LEARNING
Source: Jay Alammar's Blog

http://jalammar.github.io/illustrated-bert/


Understanding BERT

▪ Pre-training task 1: Masked Language Model (MLM)

▪ Pre-training task 2: Next Sentence Prediction (NSP)

Source: Google AI Blog

https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html


Understanding BERT
▪ BERT — Bidirectional Encoder Representations from 

Transformers;
▪ New neural network nodes called attention;
▪ Trained on 100+ languages corpuses.

Source: googleblog

https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html


BERT extension for Knime



TensorFlow hub BERT Models

L — number of transformer blocks; H — hidden layers size; A — number of attention heads.



TensorFlow hub BERT Models

L — number of transformer blocks; H — hidden layers size; A — number of attention heads.



Dataset Gathering and Preparation

● Dataset: https://www.kaggle.com/danofer/dbpedia-classes;
● Enriched with Portuguese texts, ~33K excerpts per language;
● 3 levels of hierarchical labels — 9, 71 and 219 classes per level;

https://www.kaggle.com/danofer/dbpedia-classes


Training parameters settings

● The threshold for class occurence is 100;
● Mean text length = 130, median = 96, min = 6, max = 710;
● epochs = 3, batch size = 28, max_seq_length = 128, with BERT 

fine-tuning;
● Adam optimizer, learning rate = 1E-5.



Training parameters settings



Today’s workflow
DBPedia texts classification with BERT by Redfield:
https://kni.me/w/F36Skypp8tyDSHEH

https://kni.me/w/F36Skypp8tyDSHEH


Future Development

▪ Text classification node able to handle Google TensorFlow Hub 
models;

▪ Under development: support of HuggingFace BERT models;
▪ Other improvements: multi-label classification;
▪ Other use cases: question answering, similarity, ABSA, NER,…
▪ Blogpost is coming soon!
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Thank you for joining!
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Artem Ryasik: 
artem.ryasik@redfield.se

Redfield AB, Fleminggatan 15A, 
112 26 Stockholm
Sweden
info@redfield.se

mailto:artem.ryasik@redfield.se
mailto:info@redfield.se

